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Contribution
We built a bilingual text corpus (English and German) from OAI metadata
and respective full texts. The specific added value is that every record is
annotated with at least one Dewey Decimal Classification (DDC) number.

Motivation
• Open Access documents are a great source for disciplines like com-

putational linguistics, natural language processing, and text mining
• OAI records can be explored for automatic text classification tasks

enhancing the subject indexing in repositories
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We map all sorts of classifi-
cation schemes (both universal
and subject-specific) to the DDC.
Among the schemes we consider are

the Mathematics Subject Classifica-
tion (MSC), the Library of Congress
Classification Scheme (LCCS) and
the scheme of the ACM.
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As a staple we use the over
24,000,000 OAI records currently
harvested for the Bielefeld Aca-
demic Search Engine (BASE). After

determining the correct DDC num-
ber using our mappings we down-
load the full text from the hosting
repository.

Corpus Statistics
DDC Class English documents German documents

000 Computer Science, information 6,836 3,645
100 Philosophy & psychology 3,444 1,952
200 Religion 1,075 1,859
300 Social sciences 10,445 7,323
400 Language 1,429 1,027
500 Science 23,884 6,694
600 Technology 6,219 5,596
700 Arts & recreation 1,094 3,438
800 Literature 674 1,917
900 History & geography 2,000 2,558
Total 57,100 36,009

Discussion
The data that has been aggregated
so far shows deficits especially in
the humanities. This may be be-
cause in those disciplines there is
not yet a lively trend towards Open
Access publishing, and because of
the lack of subject-specific classi-
fication schemes. The data that
has been aggregated so far shows

deficits especially in the humanities.
This may be because in those disci-
plines there is not yet a lively trend
towards Open Access publishing,
and because of the lack of subject-
specific classification schemes. The
data that has been aggregated so far
shows deficits especially in the hu-
manities.

Possible Application: Text ClassificationTraining
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Future Work
We plan to utilize the aggregated
DDC classified documents as train-
ing data for automatic text clas-
sification. Thereby we want to
enhance the subject indexing of
OAI records in the BASE data
and provide high-level services on
the enriched data, e.g. DDC-
based browsing. We are going
to overcome the shortcomings of
our corpus using additional data
from Wikipedia. A mapping from
the Wikipedia category system to
the DDC has already been con-
structed.
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Contribution

We built a bilingual text corpus (English and German) from OAI meta-
data and respective full texts. The specific added value is that every

record is annotated with at least one Dewey Decimal Classification (DDC)
number.

Motivation
DDC-annotated OAI records and Open Access full texts are an interest-
ing source for disciplines like computational linguistics, natural language
processing, and text mining. Furthermore, the data can be explored for au-
tomatic text classification tasks to enhance the subject indexing in repos-
itories.
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In order to augment the OAI records
with Dewey numbers, we map all
sorts of classification schemes (both
universal and subject-specific) to
the DDC. Among the schemes
we consider are the Mathematics

Subject Classification (MSC), the
Library of Congress Classification
Scheme (LCCS), and the scheme of
the Association for Computing Ma-
chinery (ACM).
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As a staple we use the over
24,000,000 OAI records currently
harvested for the Bielefeld Aca-
demic Search Engine (BASE). After

determining the correct DDC num-
ber using our mappings we down-
load the full text from the hosting
repository.
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Discussion
The data that has been aggregated
so far shows deficits especially in
the humanities. This may be be-
cause in those disciplines there is
not yet a lively trend towards Open
Access publishing, and because of
the lack of subject-specific classi-
fication schemes. The data that
has been aggregated so far shows

deficits especially in the humanities.
This may be because in those disci-
plines there is not yet a lively trend
towards Open Access publishing,
and because of the lack of subject-
specific classification schemes. The
data that has been aggregated so far
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Future Work
We plan to utilize the aggregated
DDC classified documents as train-
ing data for automatic text clas-
sification. Thereby we want to
enhance the subject indexing of
OAI records in the BASE data
and provide high-level services on
the enriched data, e.g. DDC-
based browsing. We are going
to overcome the shortcomings of
our corpus using additional data
from Wikipedia. A mapping from
the Wikipedia category system to
the DDC has already been con-
structed.
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• With the data that has been aggregated so far, we were able to

populate large portions of the second level of the DDC.

• Some classes (Mathematics, Physics, Computer Science) could even
be fully covered with sample documents on the third level.

• However, our corpus shows deficits especially in the humanities. This
is mostly due to the lack of subject-specific classification schemes.

• Moreover, the trend towards Open Access publishing is not quite as
lively in those disciplines as it is in the natural sciences.
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Future Work
We plan to utilize the aggre-
gated DDC-classified documents as
training data for automatic text
classification. Thereby we want
to enhance the subject indexing
of OAI records in the BASE data
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We built a bilingual text corpus (English and German) from OAI meta-
data and respective full texts. The specific added value is that every

record is annotated with at least one Dewey Decimal Classification (DDC)
number.

Motivation
DDC-annotated OAI records and Open Access full texts are an interest-
ing resource for disciplines like computational linguistics, natural language
processing, and text mining. Furthermore, the data can be explored for au-
tomatic text classification tasks to enhance the subject indexing in repos-
itories.
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In order to augment the OAI records
with Dewey numbers, we map all
sorts of classification schemes (both
universal and subject-specific) to
the DDC. Among the schemes
we consider are the Mathematics

Subject Classification (MSC), the
Library of Congress Classification
Scheme (LCCS), and the scheme of
the Association for Computing Ma-
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As a staple we use the over
24,000,000 OAI records currently
harvested for the Bielefeld Aca-
demic Search Engine (BASE). After

determining the correct DDC num-
ber using our mappings we down-
load the full text from the hosting
repository.

Corpus Statistics
DDC Class English documents German documents

000 Computer Science, information 6,836 3,645
100 Philosophy & psychology 3,444 1,952
200 Religion 1,075 1,859
300 Social sciences 10,445 7,323
400 Language 1,429 1,027
500 Science 23,884 6,694
600 Technology 6,219 5,596
700 Arts & recreation 1,094 3,438
800 Literature 674 1,917
900 History & geography 2,000 2,558
Total 57,100 36,009

Discussion
The data that has been aggregated
so far shows deficits especially in
the humanities. This may be be-
cause in those disciplines there is
not yet a lively trend towards Open
Access publishing, and because of
the lack of subject-specific classi-
fication schemes. The data that
has been aggregated so far shows

deficits especially in the humanities.
This may be because in those disci-
plines there is not yet a lively trend
towards Open Access publishing,
and because of the lack of subject-
specific classification schemes. The
data that has been aggregated so far
shows deficits especially in the hu-
manities.

Possible Application: Text ClassificationTraining
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Future Work
We plan to utilize the aggregated
DDC classified documents as train-
ing data for automatic text clas-
sification. Thereby we want to
enhance the subject indexing of
OAI records in the BASE data
and provide high-level services on
the enriched data, e.g. DDC-
based browsing. We are going
to overcome the shortcomings of
our corpus using additional data
from Wikipedia. A mapping from
the Wikipedia category system to
the DDC has already been con-
structed.
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Results & Discussion
• With the data that has been aggregated so far, we were able to

populate large portions of the second level of the DDC.

• Some classes (Mathematics, Physics, Computer Science) could even
be fully covered with sample documents on the third level.

• However, our corpus shows deficits especially in the humanities. This
is mostly due to the lack of subject-specific classification schemes.

• Moreover, the trend towards Open Access publishing is not quite as
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Future Work
We plan to use the aggregated
DDC-classified records and docu-
ments as training data for auto-
matic text classification. Thereby
we want to automatically en-
hance the subject indexing of OAI
records in the BASE data and pro-
vide high-level services using the
so-enriched metadata, e.g. DDC-
based browsing. We are going to
overcome the current shortcomings
of our corpus using additional data
from Wikipedia.
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Contribution
We built a bilingual text corpus (English and German) from OAI metadata
and respective full texts. The specific added value is that every record is
annotated with at least one Dewey Decimal Classification (DDC) number.

Motivation
• Open Access documents are a great source for disciplines like com-

putational linguistics, natural language processing, and text mining
• OAI records can be explored for automatic text classification tasks

enhancing the subject indexing in repositories
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We map all sorts of classifi-
cation schemes (both universal
and subject-specific) to the DDC.
Among the schemes we consider are

the Mathematics Subject Classifica-
tion (MSC), the Library of Congress
Classification Scheme (LCCS) and
the scheme of the ACM.
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As a staple we use the over
24,000,000 OAI records currently
harvested for the Bielefeld Aca-
demic Search Engine (BASE). After

determining the correct DDC num-
ber using our mappings we down-
load the full text from the hosting
repository.

Corpus Statistics
DDC Class English documents German documents

000 Computer Science, information 6,836 3,645
100 Philosophy & psychology 3,444 1,952
200 Religion 1,075 1,859
300 Social sciences 10,445 7,323
400 Language 1,429 1,027
500 Science 23,884 6,694
600 Technology 6,219 5,596
700 Arts & recreation 1,094 3,438
800 Literature 674 1,917
900 History & geography 2,000 2,558
Total 57,100 36,009

Discussion
The data that has been aggregated
so far shows deficits especially in
the humanities. This may be be-
cause in those disciplines there is
not yet a lively trend towards Open
Access publishing, and because of
the lack of subject-specific classi-
fication schemes. The data that
has been aggregated so far shows

deficits especially in the humanities.
This may be because in those disci-
plines there is not yet a lively trend
towards Open Access publishing,
and because of the lack of subject-
specific classification schemes. The
data that has been aggregated so far
shows deficits especially in the hu-
manities.
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Future Work
We plan to utilize the aggregated
DDC classified documents as train-
ing data for automatic text clas-
sification. Thereby we want to
enhance the subject indexing of
OAI records in the BASE data
and provide high-level services on
the enriched data, e.g. DDC-
based browsing. We are going
to overcome the shortcomings of
our corpus using additional data
from Wikipedia. A mapping from
the Wikipedia category system to
the DDC has already been con-
structed.
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Contribution

We built a bilingual text corpus (English and German) from OAI meta-
data and respective full texts. The specific added value is that every

record is annotated with at least one Dewey Decimal Classification (DDC)
number.

Motivation
DDC-annotated OAI records and Open Access full texts are an interest-
ing source for disciplines like computational linguistics, natural language
processing, and text mining. Furthermore, the data can be explored for au-
tomatic text classification tasks to enhance the subject indexing in repos-
itories.
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In order to augment the OAI records
with Dewey numbers, we map all
sorts of classification schemes (both
universal and subject-specific) to
the DDC. Among the schemes
we consider are the Mathematics

Subject Classification (MSC), the
Library of Congress Classification
Scheme (LCCS), and the scheme of
the Association for Computing Ma-
chinery (ACM).
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Contribution
We built a bilingual text corpus (English and German) from OAI metadata
and respective full texts. The specific added value is that every record is
annotated with at least one Dewey Decimal Classification (DDC) number.

Motivation
• Open Access documents are a great source for disciplines like com-

putational linguistics, natural language processing, and text mining
• OAI records can be explored for automatic text classification tasks

enhancing the subject indexing in repositories
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We map all sorts of classifi-
cation schemes (both universal
and subject-specific) to the DDC.
Among the schemes we consider are

the Mathematics Subject Classifica-
tion (MSC), the Library of Congress
Classification Scheme (LCCS) and
the scheme of the ACM.
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As a staple we use the over
24,000,000 OAI records currently
harvested for the Bielefeld Aca-
demic Search Engine (BASE). After

determining the correct DDC num-
ber using our mappings we down-
load the full text from the hosting
repository.

Corpus Statistics
DDC Class English documents German documents

000 Computer Science, information 6,836 3,645
100 Philosophy & psychology 3,444 1,952
200 Religion 1,075 1,859
300 Social sciences 10,445 7,323
400 Language 1,429 1,027
500 Science 23,884 6,694
600 Technology 6,219 5,596
700 Arts & recreation 1,094 3,438
800 Literature 674 1,917
900 History & geography 2,000 2,558
Total 57,100 36,009

Discussion
The data that has been aggregated
so far shows deficits especially in
the humanities. This may be be-
cause in those disciplines there is
not yet a lively trend towards Open
Access publishing, and because of
the lack of subject-specific classi-
fication schemes. The data that
has been aggregated so far shows

deficits especially in the humanities.
This may be because in those disci-
plines there is not yet a lively trend
towards Open Access publishing,
and because of the lack of subject-
specific classification schemes. The
data that has been aggregated so far
shows deficits especially in the hu-
manities.

Possible Application: Text ClassificationTraining
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Future Work
We plan to utilize the aggregated
DDC classified documents as train-
ing data for automatic text clas-
sification. Thereby we want to
enhance the subject indexing of
OAI records in the BASE data
and provide high-level services on
the enriched data, e.g. DDC-
based browsing. We are going
to overcome the shortcomings of
our corpus using additional data
from Wikipedia. A mapping from
the Wikipedia category system to
the DDC has already been con-
structed.
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As a staple, we use the over
24,000,000 OAI records currently
harvested for the Bielefeld Aca-
demic Search Engine (BASE). After
determining the correct DDC num-

ber using our mappings, we down-
load the full text from the host-
ing repository, generate a plain text
version, and store everything in a
database.

Corpus Statistics
DDC Class English documents German documents

000 Computer Science, information 6,836 3,645
100 Philosophy & psychology 3,444 1,952
200 Religion 1,075 1,859
300 Social sciences 10,445 7,323
400 Language 1,429 1,027
500 Science 23,884 6,694
600 Technology 6,219 5,596
700 Arts & recreation 1,094 3,438
800 Literature 674 1,917
900 History & geography 2,000 2,558
Total 57,100 36,009

Discussion
• With the data that has been aggregated so far, we were able to

populate large portions of the second level of the DDC.

• Some classes (Mathematics, Physics, Computer Science) could even
be fully covered with sample documents on the third level.

• However, our corpus shows deficits especially in the humanities. This
is mostly due to the lack of subject-specific classification schemes.

• Moreover, the trend towards Open Access publishing is not quite as
lively in those disciplines as it is in the natural sciences.

Future Application: Text Classification
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Future Work
We plan to utilize the aggre-
gated DDC-classified documents as
training data for automatic text
classification. Thereby we want
to enhance the subject indexing
of OAI records in the BASE data
and provide high-level services on
the enriched data, e.g. DDC-
based browsing. We are going
to overcome the shortcomings of
our corpus using additional data
from Wikipedia. A mapping from
the Wikipedia category system to
the DDC has already been con-
structed.
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Contribution

We built a bilingual text corpus (English and German) from OAI meta-
data and respective full texts. The specific added value is that every

record is annotated with at least one Dewey Decimal Classification (DDC)
number.

Motivation
DDC-annotated OAI records and Open Access full texts are an interest-
ing resource for disciplines like computational linguistics, natural language
processing, and text mining. Furthermore, the data can be explored for au-
tomatic text classification tasks to enhance the subject indexing in repos-
itories.
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In order to augment the OAI records
with Dewey numbers, we map all
sorts of classification schemes (both
universal and subject-specific) to
the DDC. Among the schemes
we consider are the Mathematics

Subject Classification (MSC), the
Library of Congress Classification
Scheme (LCCS), and the scheme of
the Association for Computing Ma-
chinery (ACM).
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Contribution
We built a bilingual text corpus (English and German) from OAI metadata
and respective full texts. The specific added value is that every record is
annotated with at least one Dewey Decimal Classification (DDC) number.

Motivation
• Open Access documents are a great source for disciplines like com-

putational linguistics, natural language processing, and text mining
• OAI records can be explored for automatic text classification tasks

enhancing the subject indexing in repositories
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We map all sorts of classifi-
cation schemes (both universal
and subject-specific) to the DDC.
Among the schemes we consider are

the Mathematics Subject Classifica-
tion (MSC), the Library of Congress
Classification Scheme (LCCS) and
the scheme of the ACM.
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As a staple we use the over
24,000,000 OAI records currently
harvested for the Bielefeld Aca-
demic Search Engine (BASE). After

determining the correct DDC num-
ber using our mappings we down-
load the full text from the hosting
repository.

Corpus Statistics
DDC Class English documents German documents

000 Computer Science, information 6,836 3,645
100 Philosophy & psychology 3,444 1,952
200 Religion 1,075 1,859
300 Social sciences 10,445 7,323
400 Language 1,429 1,027
500 Science 23,884 6,694
600 Technology 6,219 5,596
700 Arts & recreation 1,094 3,438
800 Literature 674 1,917
900 History & geography 2,000 2,558
Total 57,100 36,009

Discussion
The data that has been aggregated
so far shows deficits especially in
the humanities. This may be be-
cause in those disciplines there is
not yet a lively trend towards Open
Access publishing, and because of
the lack of subject-specific classi-
fication schemes. The data that
has been aggregated so far shows

deficits especially in the humanities.
This may be because in those disci-
plines there is not yet a lively trend
towards Open Access publishing,
and because of the lack of subject-
specific classification schemes. The
data that has been aggregated so far
shows deficits especially in the hu-
manities.
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Future Work
We plan to utilize the aggregated
DDC classified documents as train-
ing data for automatic text clas-
sification. Thereby we want to
enhance the subject indexing of
OAI records in the BASE data
and provide high-level services on
the enriched data, e.g. DDC-
based browsing. We are going
to overcome the shortcomings of
our corpus using additional data
from Wikipedia. A mapping from
the Wikipedia category system to
the DDC has already been con-
structed.
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As a staple, we use the over
24,000,000 OAI records currently
harvested for the Bielefeld Aca-
demic Search Engine (BASE). After
determining the correct DDC num-

ber using our mappings, we down-
load the full text from the host-
ing repository, generate a plain text
version, and store everything in a
database.

Corpus Statistics
DDC Class English documents German documents

000 Computer Science, information 6,836 3,645
100 Philosophy & psychology 3,444 1,952
200 Religion 1,075 1,859
300 Social sciences 10,445 7,323
400 Language 1,429 1,027
500 Science 23,884 6,694
600 Technology 6,219 5,596
700 Arts & recreation 1,094 3,438
800 Literature 674 1,917
900 History & geography 2,000 2,558
Total 57,100 36,009

Results & Discussion
• With the data that has been aggregated so far, we were able to

populate large portions of the second level of the DDC.

• Some classes (Mathematics, Physics, Computer Science) could even
be fully covered with sample documents on the third level.

• However, our corpus shows deficits especially in the humanities. This
is mostly due to the lack of subject-specific classification schemes.

• Moreover, the trend towards Open Access publishing is not quite as
lively in those disciplines as it is in the natural sciences.

Future Application: Text Classification
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Future Work
We plan to use the aggregated
DDC-classified records and docu-
ments as training data for auto-
matic text classification. Thereby
we want to automatically en-
hance the subject indexing of OAI
records in the BASE data and pro-
vide high-level services using the
so-enriched metadata, e.g. DDC-
based browsing. We are going to
overcome the current shortcomings
of our corpus using additional data
from Wikipedia.
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Motivation

Having subject-specific access to documents stored across different
repositories would be a great advantage. However, this is not possible

with the current OAI metadata, as there is no consistent subject indexing
across repositories. Our aim is to address this problem using automatic
document classification.

Method
We built a bilingual text corpus of OAI records and the underlying Open
Access full texts. Every document is annotated with a Dewey Decimal
Classification (DDC) number. The corpus will be exploited as training
data for text classification tasks to automatically enrich the subject index-
ing in OAI records with Dewey numbers.
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In order to augment the OAI records
with Dewey numbers, we map all
sorts of classification schemes (both
universal and subject-specific) to
the DDC. Among the schemes
we consider are the Mathematics

Subject Classification (MSC), the
Library of Congress Classification
Scheme (LCCS), and the scheme of
the Association for Computing Ma-
chinery (ACM).
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As a staple, we use the over
24,000,000 OAI records currently
harvested for the Bielefeld Aca-
demic Search Engine (BASE). After
determining the correct DDC num-

ber using our mappings, we down-
load the full text from the host-
ing repository, generate a plain text
version, and store everything in a
database.

Corpus Statistics
DDC Class English documents German documents

000 Computer Science, information 6,836 3,645
100 Philosophy & psychology 3,444 1,952
200 Religion 1,075 1,859
300 Social sciences 10,445 7,323
400 Language 1,429 1,027
500 Science 23,884 6,694
600 Technology 6,219 5,596
700 Arts & recreation 1,094 3,438
800 Literature 674 1,917
900 History & geography 2,000 2,558

Total 57,100 36,009

Results & Discussion
• We were able to completely populate the first level of the DDC with

records and documents.

• Large portions (> 50%) of the second DDC level could be covered.

• Some classes (Mathematics, Physics, Computer Science) could even
be covered with sample documents on the third DDC level.

• Our corpus still shows deficits especially in the humanities.

• This is mostly due to the lack of subject-specific classification
schemes and Open Access full texts.

Future Application: Text ClassificationTraining
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Future Work

• We plan to use the aggregated DDC-classified records and documents
as training data for automatic text classification.

• Thereby we want to automatically enhance the subject indexing of
OAI records in the BASE data and provide new services using the
so-enriched metadata, e.g. DDC-based browsing.

• We are going to overcome the current shortcomings of our corpus
using additional data from Wikipedia.
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