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Abstract

This paper presents a linguistic approach to trust
in human conversations with LLM-based chatbots.
Using the concept of trust calibration [1] as a start-
ing point, we aim to address the question of how
to increase user Al literacy and prevent misuse of
as well as overtrust in the information provided by
LLM-based chatbots in educational contexts. We
propose a linguistic-based model of trust calibration
that supports users in adopting a critical perspective
on trust calibration and controlling their trust level.
The method combines previous studies on trust in
human interaction, specifically linguistic trust cues
displayed by human trustors to indicate their level of
trustworthiness in naturally occurring contexts [see
2] with studies on proactive human-computer inter-
action [3] and the social influence of conversational
agent’s embodiment in educational contexts [4].
Keywords: trust calibration; linguistic trust
cues; LLM-based chatbots

1. Background

Trusting information provided by large language
models (LLMs) has received growing attention with
the advent of LLM-based chatbots. Currently, users
have high expectations regarding the desired capa-
bilities of LLM-based chatbots. As Wang et al. [5]
note, “users expect LLMs to be multifaceted, capable
of accurately solving complex professional tasks, and
rich in providing personalized or novel responses”.
Such expectations can have serious consequences, es-
pecially in educational contexts where students typi-
cally lack literacy in artificial intelligence (AI). In this
paper, we propose and test a linguistic method for
trust calibration in educational settings, which sup-
ports students in reflecting on and controlling their
trust in a chatbot’s responses, thus increasing their
AT literacy, and agency [6]. Previous studies have fo-
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cused on adjusting the level of trust in LLMs by train-
ing models to display confidence levels [7]. Another
group of studies is concerned with developing spe-
cific prompting strategies [8], or training the models
to elicit the appropriate level of trustworthiness [9] or
conducting user studies to elicit users’ experience and
expectations regarding the desired design of LLM-
based chatbots [10]. However, although “the choice of
words is a vehicle for establishing trust in interper-
sonal online communication — regardless of whether
it is written or spoken and whether the interaction
is with another human or an artificial interlocutor”
[11], to our knowledge, trust calibration has not been
approached from linguistic perspectives [but see 12].

Starting from the hypothesis that linguistic trust
cues that trustees use to indicate their trustworthi-
ness in human interaction (e.g., markers of (un)cer-
tainty, referring to experts and numbers, lexical align-
ment, etc.) can be accidentally generated by LLMs as
next words in particular contexts, our model comple-
ments previous research on trust in LLMs by focus-
ing on how these cues can help students to adopt a
critical stance towards the information provided by
LLM-based chatbots and support them to engage in
critical reflection on how to control their trust in
LLM-based chatbots. To this end, we introduce a
new phase of trust calibration, the ‘reflection phase’,
which complements the existing aspects of trust cal-
ibration (e.g., overtrust, undertrust, etc. [13]) by in-
cluding conversational agents in students’ interaction

with LLM-based chatbots.

2. Methodology

Our model is designed for the context of higher ed-
ucation [14, 15] and is based on the following idea:
A conversational agent designed to act as a learning
assistant helps students remain aware that LLMs are
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merely next-word predictors that should not gener-
ally be trusted in the same manner as we trust hu-
mans. By providing optional assistance in the form
of (non)verbal dialogue actions, the conversational
agent supports students’ critical reflection and con-
trol over their trust in the chatbot’s responses [4].
Suppose, for example, that the chatbot’s response
contains the verb ‘understand’, such as in ‘I under-
stand what you are trying to say.” This should be
regarded as problematic because this linguistic unit
can be associated with a set of trust cues denoting
the orientation toward the trustor’s needs and goals
in human interaction [16, 17].

We argue that such linguistic units should not be
perceived as trust cues but should instead serve to
motivate and support users’ critical reflection on the
reliability of the response. This can be achieved by de-
signing conversational agents to display verbal, non-
verbal, and prosodic-acoustic metacommunicative ex-
pressions (e.g., distance markers/quotation marks)
embedded in the agent’s proactive dialogue actions
[3], such as notifications, suggestions, or interven-
tions. Using specific conversational acts (e.g., ac-
knowledgment, see [18]), conversational agents can
assist students in assessing the trustworthiness of
the chatbot’s response based on the verbal trustwor-
thiness cues displayed in the response. Importantly,
the agent first offers help, but students can decide
whether they want the agent’s assistance.

3. Case study

To design a conversational agent capable of providing
proactive dialogue actions that help students control
their trust in the chatbot’s responses, it is first nec-
essary to identify which linguistic units are perceived
as linguistic trust cues in human interactions with
LLM-based chatbots. To this end, we conducted a
rating study to test the influence of one type of lin-
guistic units that potentially influence users’ trust,
namely grounding acts [18]. As noted by Chiesurin
et al. [19], current LLM-based dialogue systems usu-
ally guess what the user intended instead of leverag-
ing grounding acts, which may lead to miscalibrated
trust and overconfidence. We tested the following two
hypotheses: (H1) The responses in the ‘baseline’ con-
dition will receive lower trustworthiness ratings than
in two alternative conditions (see also [20]). (H2) The
perceived trustworthiness is higher in the ‘anthropo-
morphic’ than in the ‘grounding act’ condition (con-
trary to [21]).
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In a within-subject design study, students (N = 32;
17 female, 15 male; 14 German native speakers, 12
bilingual, 6 non-native speakers of German; age: M =
25.96,SD = 4, Mdn = 26) were exposed to items from
these three conditions'. The acknowledgment and
the anthropomorphic condition comprised the Other-
Acknowledgment speech-act pattern, specifically the
inform — ackn+mrequest pattern [22], where a stu-
dent (other) presents a math task (inform) selected
from the MathDial dataset [23] and a virtual tutor
(ChatGPT 3.5) was prompted to respond by acknowl-
edging the information (ackn). In the acknowledg-
ment condition, the acknowledgment is verbalized by
‘In Ordnung’, ‘Alles klar’, etc. and followed by a re-
quest for clarification of some part of the information
to verify understanding (mrequest). In the anthropo-
morphic condition, the math task presented by the
student was followed by the tutor’s acknowledgment
and a follow-up question verbalized by anthropomor-
phic verbs (e.g., ‘understand’). The baseline condi-
tion comprised the tutor’s direct response to the stu-
dent’s task. The perceived trustworthiness of the tu-
tor’s response was measured indirectly by having par-
ticipants rate the following statements: “The virtual
chatbot tutor can help the student.” The participants
responded by selecting a value on a four-point Likert
scale. Both hypotheses were confirmed by statistical
analyses: The responses in the baseline condition re-
ceived lower mean trustworthiness ratings (M = 1.93)
than in the anthropomorphic (M = 3.23) and the ac-
knowledgment condition (M = 2.98). As indicated by
these values, the perceived trustworthiness received
higher ratings in the anthropomorphic than in the
acknowledgment condition (see H2). The differences
between the three conditions are statistically signifi-
cant (Friedman Test, x = 28.79,p < 0.001).

4. Conclusions and future work

The results obtained in the questionnaire study can
be used as a starting point for providing recommen-
dations for designing communication strategies for
trustworthy AT [8, 10]. In the next step, we will
use these results to test whether enriching ground-
ing acts with nonverbal aspects affects students’ per-
ceived trust in the chatbot’s responses. To this end,
we plan to include a social robot in the conversation
with LLM-based chatbots.

1. See the supplementary material for study design, dataset,
and results: https://doi.org/10.17605/0SF.I0/FYQ3P.
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