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Abstract

Dueling Bandits is a well-studied extension of the
Multi-Armed Bandits problem, in which the learner
must select two arms in each time step and receives
a binary feedback as an outcome of the chosen duel.
However, all of the existing best arm identification
algorithms for the Dueling Bandits setting assume
that the feedback can be observed immediately af-
ter selecting the two arms. If this is not the case,
the algorithms simply do nothing and wait until the
feedback of the recent duel can be observed, which
is a waste of runtime. We propose an algorithm that
can already start a new duel even if the previous one
is not finished and thus is much more time efficient.
Our arm selection strategy balances the expected in-
formation gain of the chosen duel and the expected
delay until we observe the feedback. By theoretically
grounded confidence bounds we can ensure that the
arms we discard are not the best arms with high
probability.
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1. Introduction and Related Work

The Dueling Bandits or also called Preference-based
Multi-Armed Bandits is a variant of the standard
Multi-Armed Bandits (MAB) problem in which a
learner can compare a pair of choice alternatives that
are called arms in the following in a sequential man-
ner (see [1] or [2]). Instead of a numerical reward the
learner can only observe a winner information in form
of a binary feedback for each selected duel. As in the
standard MAB problem, we assume this feedback to

be stochastic. The goal of the learner is to identify
the ”best” arm as fast as possible.
Dueling Bandits algorithms were sucessfully applied
to other settings in which the goal is to find the
best among different choice alternatives by sequen-
tial comparisons. A classical example is the Algo-
rithm Configuration (AC) setting in which we want
to find the best parameter configuration for a given
target algorithm by repeatedly racing two of them
against each other. However, these target algorithms
are often complex and need a long runtime until we
can observe which parameter configuration performs
best. All of the existing Dueling Bandits algorithms
wait paitiently until the winner feedback is observed
and do nothing in between. By this, a huge part of
the overall runtime of the algorithm is wasted by just
waiting for the observation. While there are some
existing MAB methods that can deal with such a de-
layed feedback like [3], this setting is not studied until
now for the Dueling Bandits case.

2. Problem Formulation

Assume that we have given a finite set of m choice
alternatives that we denote by their indices [m] =
{1, . . . ,m} and a finite number of allowed parallel du-
els K ∈ N>0. In each time step t ∈ N the learner has
to choose a new duel St = (i, j) for i, j ∈ [m] if the
number of active duels has not reached the number of
allowed duels K yet. For each duel, the environment
creates a pair (τt, ωt) ∼ Pτ,ω(·|St) of a delay τt and
winner ωt of the selected duel. The learner can ob-
serve the winner ωt = 1{i�j} at time step s = t+ τt.
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The goal is to identify the ”best” arm as fast as possi-
ble, where fast as possible means the least wall-clock
time here. The best arm ist defined as follows.

Definition 1 (Condorcet Winner) We call arm
i∗ ∈ [m] the Condorcet Winner (CW) iff P(i∗ � j) >
P(j � i∗) for all j ∈ [m] with j 6= i∗.

3. Algorithm

To identify the CW in the Dueling Bandits problem
with delayed feedback, we propose an algorithm that
chooses the duels in each time step according to a
trade-off of the expected information gain and the
expected delay to observe the feedback. This is done
by choosing the duel with the minimal ratio between
the average observed delay for this duel and the gap
between the winning probabilities of the arms. If this
gap is huge, the chance is high that we can eliminate
the worse arm soon. Let P̂ denote in the following the
empirical probability, then we can solve the problem
as given in the pseudo-code in algorithm 1.

For the theoretical derivation of the confidence

Algorithm 1: Best arm identification in Duel-
ing Bandits with Delay

Input: confidence 1− γ, set of arms [m],
number of parallel slots K

Output: the CW of [m]
Initialize remaining winner candidates R1 = [m],
epoch e = 1

while |Re| > 1 do
Divide Re in duels {S1, . . . , S|Re|/2}
Ee ← ELIMINATE({S1, . . . , S|Re|/2})
Re+1 ← Re\Ee
e← e+ 1

end
Return remaining arm in Re

bounds used in algorithm 2, we need the following
assumptions.

Assumption 2 (1) A CW exists.
(2) No ties in duels are allowed and we have for each
duel set {i, j} ⊂ [m] that |P(i � j)− P(j � i)| ≥ h.
(3) The delays are upper bounded by τ ≤ b.

With this, we can derive the following confidence
bounds which proofs are beyond the scope of this
extended abstract.

Algorithm 2: Eliminate

Input: set of duels S = {S1, . . . , Sn}
Output: set E of arms to eliminate
Initialize arms to eliminate E = ∅, active duels
A = ∅, time step t = 0

while E = ∅ do
for each set S = {i, j} ∈ S do

estimate winning probability gap
∆̂t(S) = |P̂t(i � j)− P̂t(j � i)|

estimate average observed delay τ̂t(S)
estimate confidence bound ct(S)

end
if number of active duels |A| < K then

Play duel St = argminS∈S
τ̂t(S)

∆̂2
t (S)

+ ct(S)

add St to set of active duels A = A ∪ St
end
for each set in active duels S ∈ A do

Possibly observe feedback (τS , wS)
if feedback for S is observed then

remove from active duels A = A\S
Update arms to eliminate
E = E ∪ {i ∈ S|∆̂t(S) ≥ cδt (S)}

end

end

end

Theorem 3 (Confidence bound) For the confi-

dence bound ct(S) =
√

2b2

h2t ln
(
t
4

)
, we have

P
(∣∣∣ τ(S)

∆2(S) −
τ̂t(S)

∆̂2
t (S)

∣∣∣ ≥ ct(S)
)
≤ t−1.

Theorem 4 (Eliminated arms) For cδt (S) =

max

{
3h,
√
− 9t

2 ln
(
δ
4

)}
, we eliminate a wrong arm

only with probability δ in algorithm 2.

4. Conclusion

We introduced the dueling bandits with delayed feed-
back problem and to the best of our knowledge are
the first ones who study this problem. Our proposed
algorithm for the best arm identification is guaran-
teed to only discard good arms with low probability.
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