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Shaping Trustworthy AI: An Introduction to This Issue

Ulrike Kuhl ukuhl@techfak.uni-bielefeld.de

Machine Learning Group, Faculty of Technology, Bielefeld University, Bielefeld, Germany

1. Introduction

The rapid advancement of artificial intelligence (AI)
has brought about a paradigm shift in various do-
mains, from healthcare to finance, and from au-
tonomous systems to natural language processing.
As AI systems become increasingly integrated into
our daily lives, ensuring their trustworthiness is
paramount. The DataNinja sAIOnARA 2024 Confer-
ence, centered around the theme “Shaping Trustwor-
thy AI: Opportunities, Innovation, and Achievements
for Reliable Approaches”, brought together cutting-
edge research aimed at addressing the multifaceted
challenges of creating reliable and ethical AI sys-
tems. This collection of scientific abstracts represents
a broad spectrum of innovative work that contributes
to the overarching goal of trustworthy AI.

The contributions are grouped under three pre-
vailing hot topics in XAI: fairness and ethics, inter-
pretability and transparency, and reliability and ro-
bustness, highlighting the multifaceted approaches to
developing AI systems that are both innovative and
trustworthy.

2. Fairness and Ethics

A central theme related to trustworthy AI is in how
far systems can be considered fair and ethical. As
automated decision-making increasingly impacts in-
dividuals and communities directly, concerns about
bias, equity, and transparency become critical.

Balestra [1] delves into the fundamental question of
fairness in algorithmic rankings. Rankings are a ubiq-
uitous feature in modern life, from search engines to
personalized recommendations. They draw attention
to the fact that-while fairness may not seem essential
when ranking depersonalized items-it becomes deeply
relevant when individuals are being ranked. In such
cases, disparities in how people are represented or
treated can have significant consequences. Highlight-
ing the often conflicting relationships between group
fairness, individual fairness, and diversity in rankings,

Balestra [1] draws attention to the inherent trade-offs
and complexities involved in attempting to optimize
all these aspects simultaneously. Moreover, their ex-
ploration combines Shapley values [2], known for pro-
moting individual fairness, with a diversity measure
to ensure group fairness in rankings. This approach
introduces a framework that balances individual con-
tributions with the need for diverse representation,
offering a potential pathway for future research to
operationalize fairness in rankings.

The work presented in Hellwig and Maier [3] ex-
tends the conversation on fairness into the domain of
workplace leadership, where AI may increasingly take
over functions like rewarding employee performance
or allocating resources. Drawing on the “Resource
Theory of Social Exchange” [4], they present a study
plan to explore whether certain resources, such as af-
filiation or emotional support, hold the same value
when allocated by AI compared to human leaders.
This raises profound ethical questions about the “hu-
manness” of resource allocation and whether AI can
truly fulfill the nuanced role of a leader in fostering
relationships and providing more than just material
rewards. This perspective introduces an important
dimension to the discussion of trustworthy AI: while
AI systems may be technically proficient at optimiz-
ing resources, their ability to consider the social and
emotional impacts of their decisions remains ques-
tionable.

Shifting the focus from fairness in decision-making
processes to the social dynamics of human-AI inter-
actions, Arlinghaus and Maier [5] outline a research
framework to explore these interactions in workplaces
where humans and robots collaborate. They seek to
explore how individuals experience social exclusion
when working with robots compared to exclusion by
human colleagues, highlighting a unique challenge in
the development of AI systems: the human percep-
tion of social interaction with machines. The research
will focus on addressing the psychological needs of
belonging, control, and self-esteem, examining how
these needs are impacted differently depending on

© Kuhl. Licensed under CC BY 4.0.
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whether the source of exclusion is a human or a robot.
By questioning the validity of the “Computers Are
Social Actors” theory [6], their work promises to open
the door to a deeper understanding of how humans
attribute social qualities to AI and robots and how
these attributions influence the effectiveness and fair-
ness of human-robot collaborations.

Taking a more technological perspective to the fair-
ness and ethics discussion, Sanaullah et al. [7] fo-
cus on the issue of data privacy. They tackle the
challenge of preserving privacy in machine learning
models without sacrificing performance in the con-
text of different encryption techniques, highlighting
the trade-offs between model accuracy, memory us-
age, training time, and security. By demonstrating
how different encryption methods impact both the ro-
bustness of the models and their interpretability, this
work addresses a core concern in the development of
trustworthy AI systems. Their findings provide cru-
cial insights into how we can develop ML models that
are both effective and respectful of individual privacy,
ensuring that fairness is maintained even when data
is securely encrypted.

In the domain of process segmentation in oper-
ational systems, the work presented by Norouzifar
and van der Aalst [8] highlights six potential re-
search questions related to leveraging information not
just from desirable, but also from undesirable events
in process mining tasks. This research has signifi-
cant implications for fairness in operational decision-
making, as the method provides a more nuanced view
of process data to help organizations ensure that cases
are treated equitably based on their complexity and
risk. Thus, the work presented by Norouzifar and
van der Aalst [8] highlights the pathway to fairer out-
comes in process management that will eventually
support organizations in delivering more balanced
and transparent decisions.

The contributions in this section collectively high-
light the complexity and multifaceted nature of fair-
ness and ethics in AI. Taken together, they illustrate
the breadth of ethical challenges we face as AI sys-
tems take on increasingly important roles in society:
from ensuring fair representation in rankings to main-
taining ethical considerations in resource allocation
and leadership; from fostering inclusive social dynam-
ics in AI-human collaboration to protecting privacy
while maintaining performance. They call for ongo-
ing research, thoughtful design, and ethical foresight
to ensure that AI systems not only perform their

tasks efficiently but also align with broader human
values of fairness, equity, and trust.

3. Interpretability and Transparency

While the relationship between interpretability and
trust is more nuanced than often assumed, a pre-
vailing notion remains that systems that are more
interpretable and transparent are generally easier to
trust [9]. The contributions in this section explore
various approaches to making AI systems more in-
terpretable and transparent, ensuring that these sys-
tems can be trusted not just for their performance
but also for their ability to provide insight into their
inner workings. The research presented here inves-
tigates how feature importance, logical constraints,
and inherently interpretable models may contribute
to this goal.

The work by Kolpaczki [10] addresses one of the
most pressing issues in interpretability: understand-
ing which features contribute most to a model’s pre-
diction. In many machine learning models, particu-
larly those involving high-dimensional data, it is crit-
ical to assign importance scores to features to under-
stand the model’s behavior. These importance scores
are not only crucial for interpretability but also serve
practical purposes, such as feature selection, which
can reduce the complexity of data and models. Kol-
paczki [10] addresses the challenge of computational
complexity and performance. Via empirical evalua-
tion, they demonstrate an advantage of stratification
methods, which may be attributed to the influence of
feature subset size on overall correlation. The signifi-
cance of this work lies in its practical application: by
improving how we quantify feature importance effi-
ciently, Kolpaczki [10] helps to make machine learn-
ing models more transparent.

A key challenge to interpretability is the “black-
box” nature of deep neural networks. Despite their
impressive performance across numerous domains,
the complexity of neural networks often renders them
opaque, making it difficult to interpret or trust their
predictions [11]. This opacity poses a barrier when
deploying these models in high-stakes environments
such as healthcare, finance, or autonomous systems,
where understanding the rationale behind a deci-
sion is just as important as the decision itself. Lutz
and Neider [12] propose a framework that uses Lin-
ear Temporal Logic to create inherently interpretable
machine learning models. By its very nature, Linear
Temporal Logic provides a transparent and struc-
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tured way of expressing temporal relationships and
dependencies within data. Corresponding formulas
are intuitive for human experts and can be easily val-
idated against known rules or domain knowledge, en-
suring that the models appear trustworthy in prac-
tical settings. At the same time, the approach pre-
sented by Lutz and Neider [12] offers remarkable flex-
ibility, as it can be applied in both supervised and un-
supervised learning settings, and it can be adapted to
handle noisy data and incorporate expert knowledge.
Thus, their work demonstrates how inherently inter-
pretable models can bridge the gap between high-
performing AI and trustworthiness.

In a similar vein, the research plan proposed
by Katzke et al. [13] explores how deep learning mod-
els can benefit from the incorporation of logical con-
straints. They outline a strategy for extending ex-
isting frameworks to integrate constraints grounded
in foundational prior knowledge. Ultimately, this ap-
proach may enable the model to operate with formal
guarantees regarding its behavior. Thus, by embed-
ding logical rules within the model, their approach
aims to not only enhance model performance but
also ensure that essential properties are preserved
throughout the inference process. The significance
of this work lies in its ability to provide formal guar-
antees, which is an essential feature in applications
where the reliability and trustworthiness of AI sys-
tems are critical.

While logical constraints provide a structured way
to enhance the reliability of deep learning models,
another promising approach to interpretability lies in
concept extraction methods. Traditionally applied
to image models, Holzapfel et al. [14]1 extend these
techniques to time series models and demonstrate the
practical insights these methods offer. By analyzing
the extracted concepts, their work reveals which fea-
tures the model relies on for its predictions, as well
as those contributing to errors. This level of analysis
provides users with valuable insights into the biases
within the model or dataset. The preliminary results
presented by Holzapfel et al. [14] confirm that the
adapted algorithm can successfully identify meaning-
ful features in time series data, making these con-
cepts critical for enhancing the interpretability of the
model. Thus, their work promises to directly advance
trustworthy AI by allowing users to identify and ad-
dress potential biases or misleading features in criti-

1. Holzapfel et al. [14] were awarded with the 1st Place Best
Poster Award at the DataNinja sAIOnARA 2024 Confer-
ence, Bielefeld.

cal fields like healthcare, finance, or any domain that
relies on complex time series data.

Collectively, the presented contributions highlight
the growing importance of interpretability and trans-
parency in AI systems, particularly as these sys-
tems become more complex and integral to decision-
making in high-stakes environments. They under-
score the necessity of building AI systems that can ex-
plain their decisions, adhere to logical principles, and
be scrutinized by human users. Interpretability and
transparency are not just desirable features—they are
essential for building trust in AI systems, especially
as AI continues to evolve and take on more significant
roles in society.

4. Reliability and Robustness

It is essential for a system to maintain consistent
performance across varying conditions. AI systems
specifically must be resilient enough to manage un-
expected inputs, noisy data, and novel scenarios with-
out failure. The contributions in this section are
dedicated to designing AI models and systems that
not only deliver high performance reliably, but are
also robust enough to handle the complexities and
uncertainties of real-world environments. The pre-
sented research approaches reliability and robustness
from different perspectives, including active learning,
physical sensor integration, decentralized robotic con-
trol, and bias correction in neural networks.

Zelba et al. [15] introduce a system designed to
monitor technical processes and detect anomalies
with minimal training data. Their COMETH sys-
tem leverages active learning, a technique where the
system efficiently queries the most informative data
points to improve model performance, significantly
reducing the amount of data needed for training.
This approach is particularly important in real-world
industrial applications, such as heating, ventilation,
or air conditioning systems, and industrial machin-
ery, where collecting large volumes of labeled train-
ing data is often impractical. A key strength of
COMETH lies in its capacity to integrate feedback
into its learning process, thereby enhancing the reli-
ability and robustness of anomaly detection. More-
over, Zelba et al. [15] introduce an intriguing exten-
sion by integrating large language models (LLMs),
adding another layer of robustness by incorporating
context-aware insights that allow the system to pro-
vide more specific and actionable recommendations
to users. This fusion of machine learning techniques
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underscores the importance of adaptability and feed-
back in creating AI systems that are both reliable and
trustworthy.

While anomaly detection as presented by Zelba
et al. [15] tackles issues of system reliability in real-
time monitoring, Krebs et al. [16] shift the focus to
long-term process improvement in battery manufac-
turing, using virtual measurements to balance effi-
ciency and quality assurance. Virtual measurements
reduce testing efforts while maintaining high stan-
dards of quality. In the presented contribution, Krebs
et al. [16] identify the main requirements to facilitate
trustworthy virtual measurements even for complex
process chains found in battery manufacturing, with
the goal of making virtual data measurements as ro-
bust as physical tests.

Shifting from industrial applications to health-
care, Grimmelsmann et al. [17] and Vieth [18] both
focus on improving predictive accuracy and sensor-
based systems for enhancing human physical abilities.
Grimmelsmann et al. [17] expand the use of AI in
biomechanics through the development of exoskele-
tons and the prediction of limb movements. Rely-
ing on surface electromyography signals, their study
trains virtual sensors to predict the movement of deep
muscles, providing an intuitive method for controlling
exoskeletons in rehabilitation and physical enhance-
ment settings. Thus, this approach paves the way
for exoskeletons that can function effectively across
a range of scenarios, making them more resilient to
variations in muscle activity and improving the over-
all stability and reliability of AI-driven biomechanical
systems. Vieth [18] focuses on improving the place-
ment of pressure sensors in a smart shoe insole by
exploring nonlinear modeling techniques. In previous
work [19], they used a linear model to predict weight
distribution on the foot and leg based on data from
pressure sensors. While the linear model was effec-
tive, the current study demonstrates that the number
of sensors can be reduced with nonlinear modeling
techniques while maintaining robustness. Thus, their
work reflects core aspects of robustness: maintaining
reliable performance with fewer resources and demon-
strating resilience in the face of reduced sensor in-
put. In applications like smart insoles for healthcare,
where consistent and accurate monitoring of weight
distribution is crucial for diagnosing and treating mo-
bility issues, this enhancement is critical.

Building on the theme of physical movement, we
turn from human biomechanics to robotic locomo-
tion. Hermes et al. [20] address the challenges of

legged locomotion in robots, which is inherently more
complex than wheeled or tracked movement due to
the intricate coordination required between legs. In-
spired by the biological coordination seen in in-
sects, Hermes et al. [20] propose a decentralized con-
trol system for hexapod robots, using a Graph Neural
Network to model inter-leg coordination. The de-
centralization of control mimics biological systems,
where different parts of the body communicate and
adapt locally, ensuring robustness in navigating diffi-
cult terrains. This decentralized approach enhances
the robustness of the robot by allowing it to make
local adjustments to its leg movements based on the
specific challenges of the terrain. Preliminary results
demonstrate how this gives rise to a stable tripod
gait, highlighting how decentralized and flexible coor-
dination, inspired by biology, produces robust and re-
liable solutions, particularly in autonomous robotics.

Just as Hermes et al. [20] seek to optimize con-
trol and coordination in robots, Posada-Moreno and
Trimpe [21] focus on optimizing model performance
by correcting biases and aligning predictions with ex-
pert knowledge. Concept extraction is a useful ap-
proach in explainable AI to identify model biases
that may affect transparency and fairness (see also
[14], this issue, for an extension to time-series data).
Posada-Moreno and Trimpe [21] extend this idea by
introducing Concept Regularization, a method that
goes beyond simply identifying biases by embedding
a regularization term during the retraining process,
adjusting the model’s sensitivities based on feedback
from human experts. Importantly, the proposed Con-
cept Regularization method addresses the robustness
of AI systems by ensuring that identified biases do
not compromise model performance. Thus, Posada-
Moreno and Trimpe [21] demonstrate the critical role
of feedback loops in enhancing the robustness and re-
liability of AI systems, particularly when addressing
complex issues like bias.

From this extension of concept extraction, we move
to an extension of the Multi-Armed Bandit frame-
work in reinforcement learning, i.e., the Dueling Ban-
dit problem. While traditional Dueling Bandit al-
gorithms assume immediate feedback on which op-
tion performs better after the learner chooses two op-
tions, Brandt et al. [22] introduce a strategy that can
start a new duel even if the feedback from the pre-
vious duel has not yet been observed. They demon-
strate that this approach significantly improves the
time efficiency of the algorithm by balancing the ex-
pected information gain and feedback delay. Con-
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sidering that feedback delays are common on many
dynamic environments, the contribution by Brandt
et al. [22] offers a reliable solution for real-time appli-
cations, such as online recommendation systems and
adaptive learning environments.

Finally, Moriz et al. [23] address the robustness of
deep learning models trained on synthetic data and
seeks to identify and mitigate factors contributing to
performance gaps in real-world applications. With
the increasing use of synthetic data for model train-
ing, the sim-to-real gap remains a significant chal-
lenge for broader adoption. Focusing on the impact
of texture variation in synthetic validation sets for ob-
ject detection, the work presented by Moriz et al. [23]
concludes that texture properties alone do not fully
account for the observed performance gap between
synthetic and real datasets. This finding suggests
that other factors, such as object size or illumination,
may play a more critical role and warrant further in-
vestigation. By improving the reliability of synthetic
training data, this research enhances the robustness
of AI systems when deployed in real environments.

Overall, the contributions in this section illustrate
the importance of building AI systems that are both
reliable and robust in the face of real-world chal-
lenges. They offer solutions on how AI systems may
be made more reliable, robust, and thus adaptable
even in the face of real-world challenges

5. Bridging Themes

The development of trustworthy AI encompasses
various domains, from performance optimization to
the ethical considerations of human-AI interactions.
However, achieving truly trustworthy AI systems re-
quires integrating multiple perspectives and method-
ologies, building connections between diverse fields
such as machine learning, human-computer interac-
tion, and real-world applications. The research in
this section highlight these interdisciplinary connec-
tions, offering innovative approaches that bridge the
gap between technical advancements, user-centric de-
signs, and transparency.

The contribution presented by Fischer and Bunse
[24] lays the foundation for assessing the reliability
and accountability of AI systems by presenting a
“Sustainable and Trustworthy Reporting” (STREP)
framework. The STREP framework presents a struc-
tured method for reporting performance indicators of
AI systems, combining empirical data, theoretical al-
gorithmic properties, and evaluation context. While

AI systems are often evaluated in controlled envi-
ronments, real-world applications introduce variables
that can influence performance and trustworthiness.
STREP contributed to understanding and commu-
nicating these nuances, thus enabling stakeholders
to assess AI systems in a more comprehensive and
transparent manner. This connection between data,
knowledge, and context reflects the need for multi-
disciplinary approaches to create AI systems that are
both technically robust and socially responsible.

Improving the performance and explainability of
reinforcement learning by incorporating cognitive-
inspired methods, Lange et al. [25] introduce tech-
niques inspired by human cognition, such as enhanced
state representations and causal reasoning. While
traditional reinforcement learning systems rely heav-
ily on trial-and-error learning, this extension provides
an intriguing approach that may allow agents to rea-
son about the past and future, explore hypothetical
options, or learn from mistakes. Thus, the work pre-
sented by Lange et al. [25] demonstrates how AI sys-
tems can be designed to align better with human cog-
nitive processes, creating models that are not only
efficient but also more understandable and trustwor-
thy.

The nuanced discussions in Belosevic and
Buschmeier [26] and Schmidt and Cimiano [27]
underscore the role of AI in sensitive settings,
highlighting the need for reliable and understandable
AI applications. Belosevic and Buschmeier [26] take
a linguistic-based approach to understanding trust
in interactions between humans and LLM-based
chatbots, focusing on trust calibration, i.e., the pro-
cess by which users adjust their trust in AI systems
based on their interactions. Addressing the need for
enhancing AI literacy and preventing overtrust or
misuse of chatbot-provided information, particularly
in educational contexts, their research offers critical
insights into how users can be better supported in
managing their trust levels. As a first step, Belosevic
and Buschmeier [26] present a case study on the
route to conversational agents capable of delivering
proactive dialogue actions that assist students in
controlling their trust in chatbot responses. This
study begins by identifying the linguistic units per-
ceived as trust cues in human-chatbot interactions,
providing a foundation for recommendations on
designing effective communication strategies that
promote trustworthy AI. Schmidt and Cimiano
[27] demonstrate how AI systems can leverage
real-world data to impact healthcare outcomes.
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Their study focuses on extracting information from
online healthcare forums to automate the process
of answering quality-of-life questionnaires for cancer
patients. The results of their ongoing work could
significantly reduce the burden on both patients and
healthcare professionals, making it easier to assess
patient well-being in real-time.

Bridging the gap between mathematical model-
ing and real-world applications, the contribution by
Besginow et al. [28]2 leverages Gaussian processes
for equation discovery in dynamical systems. Their
method aims to uncover the differential equations
that govern the physical processes observed in time
series data. In contrast to traditional time series anal-
ysis with Gaussian processes, their approach seeks
to identify the most frequently occurring differential
equations within the data, offering a more refined
understanding of the underlying system dynamics.
Thus, their work provides a deeper understanding
of complex, multi-component systems, contributing
to the development of robust AI systems that can
more accurately model and predict the behaviors of
dynamical systems.

Finally, Sanaullah et al. [29]3 offer a comprehen-
sive review of the evolution and optimization of ar-
tificial neural networks. Their paper examines im-
provements in network architecture, training algo-
rithms, optimization techniques, and hardware ac-
celeration, all of which have significantly enhanced
the capabilities of neural networks. By analyzing
the progression of deep learning models, such as con-
volutional neural networks and spiking neural net-
works, the review highlights their impact on criti-
cal areas like natural language processing and com-
puter vision. Their contribution categorizes neural
networks into distinct generations, emphasizing key
milestones that have improved performance, scalabil-
ity, and transparency—essential factors for building
AI systems that are not only powerful but also reli-
able, interpretable, and aligned with human values,
thus contributing to the broader goal of trustworthy
AI.

2. Besginow et al. [28] were awarded with the 3rd Place Best
Poster Award at the DataNinja sAIOnARA 2024 Confer-
ence, Bielefeld.

3. Sanaullah et al. [29] were awarded with the 2nd Place Best
Poster Award at the DataNinja sAIOnARA 2024 Confer-
ence, Bielefeld.

6. Conclusions

The development of trustworthy AI is a multidimen-
sional challenge, requiring attention to fairness, in-
terpretability, reliability, and the integration of inter-
disciplinary approaches. Throughout this collection,
various contributions highlight these essential facets,
showcasing the importance of creating AI systems
that are not only high-performing but also aligned
with human values.

In the realm of fairness and ethics, research that
explores fairness in rankings [1] or AI-led resource al-
location in leadership roles [3] emphasizes the need
for ethical decision-making frameworks in AI. These
contributions underscore the importance of ensuring
equitable outcomes and maintaining user trust in AI-
driven processes. Interpretability and transparency
are considered to be central to fostering trust [9].
The analysis of feature importance using Shapley
values [10] and the development of inherently in-
terpretable models [12] pave the way to empower
users to make educated and well-informed evaluations
of AI systems, particularly in high-stakes scenarios.
Without transparency, even the most technically ad-
vanced AI systems risk losing credibility. Reliabil-
ity and robustness are critical for AI systems operat-
ing in dynamic and unpredictable real-world environ-
ments. Advances in anomaly detection [15] or sensor
optimization [18] highlight the necessity of building
systems that maintain consistent performance under
varying conditions, ensuring that AI systems can han-
dle complexity without sacrificing reliability. Finally,
it is important to recognize that achieving trustwor-
thy AI requires more than just technical innovation:
It is equally critical to integrating diverse perspec-
tives and interdisciplinary approaches throughout the
development, evaluation, and deployment of AI sys-
tems.

To conclude, the collective contributions to the
DataNinja 2024 sAIOnARA Conference illustrate the
multifaceted nature of building trustworthy AI. Tech-
nical performance must be complemented by ethical
considerations, user transparency, and robust system
design to ensure AI systems meet the needs of human
users and society.
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Lange-Hegermann, and Christian Beecks. Find-
ing commonalities in dynamical systems with
gaussian processes. In DataNinja sAIOnARA
2024 Conference on Shaping Trustworthy AI:

8



Shaping Trustworthy AI: An Introduction to This Issue

Opportunities, Innovation, and Achievements
for Reliable Approaches, pages 26–28, 2024. doi:
10.11576/dataninja-1162.

[29] Sanaullah, Shamini Koravuna, Ulrich Rückert,
and Thorsten Jungeblut. Advancements in
neural network generations. In DataNinja
sAIOnARA 2024 Conference on Shaping Trust-
worthy AI: Opportunities, Innovation, and
Achievements for Reliable Approaches, pages 43–
46, 2024. doi: 10.11576/dataninja-1167.

9



Proceedings of the DataNinja sAIOnARA 2024 Conference 10-12 DOI: 10.11576/dataninja-1157

Is it Possible to Characterize Group Fairness in Rankings
in Terms of Individual Fairness and Diversity?

Chiara Balestra chiara.balestra@cs.tu-dortmund.de

TU Dortmund, Germany

Abstract
Rankings are ever-present in everyday life. Exam-
ples are the results of personalized recommendations
and web search queries. Rankings can result from
an algorithm, importance scores and human-based
rankings of items. Till we are not concerned with
societal applications, the “fairness” of the ranking
is often irrelevant; however, problems appear when
switching from depersonalized items to individuals.
Then, suddenly, fairness becomes an issue.

We investigate the relationships among group fair-
ness, individual fairness, diversity, and Shapley val-
ues. Far from being a comprehensive survey of
fairness-related papers or proposing a new method,
we want to raise awareness of the chaos we are trying
to navigate and propose some new research direction
we are trying to follow.

Keywords: Shapley values, individual fair-
ness, group fairness, diversity.

1. Fairness and Shapley values

We start from where it “all” started. Fairness in ma-
chine learning is a relatively new branch; the neces-
sity to study algorithms from a fairness perspective
derives from the unpleasant discovery that some algo-
rithms, implemented in critical contexts, were being
racist. Implementing machine learning algorithms for
risk assessment [1] by financial institutions, training
image classification models on biased data, and se-
lecting candidates for job positions represent a few
of the critical societal applications where fairness is
essential; different groups of individuals need to be
fairly and “equally” treated.

But what is “fairness”? How can we say that a
prediction, a ranking, or an algorithm is fair? We
start by introducing “individual fairness”, and par-
ticularly by introducing Shapley values, said “fair”
scores in Cooperative Game Theory [2]. A coopera-
tive game is a pair (N , f) where N is a finite set of
players N = {1, . . . , N} and f is a function over the
power set of players P(N ), i.e., f : P(N ) 7→ R. f is

the value function of the game; the role of the value
function is to assign to sets of players a real number,
and it is usually assumed to satisfy some mathemati-
cal properties, i.e., f(∅) = 0, it is “non-negative” and
it is “monotone”. Under the monotonicity assump-
tion, the grand coalition N is the set assuming the
maximum of the value function f .

Shapley values assign to each player his worth in
the game (N , f), their values sum up to f(N ) and
they are “fair” concerning the value brought by each
player to the coalitions. The Shapley value of player
i is formally defined as

φf (i) =
∑

A⊆N\i

1

N
(
N−1
|A|
) [f(A ∪ i)− f(A)] . (1)

Shapley values derive their popularity from their
“nice to have” properties, i.e., the Pareto optimal-
ity, the dummy, the linearity, and the symmetry
property [2]. Particularly interesting for us are the
dummy property, stating that given i ∈ N such that
f(A∪{i}) = f(A) for each A ⊆ N it holds φf (i) = 0,
and the symmetry property, claiming that given two
players i, j ∈ N such that f(A ∪ {i}) = f(A ∪ {j})
for each A ⊆ N it holds φf (i) = φf (j).

The definition of fairness in the Oxford Dictio-
nary reads, “Fairness is the quality of treating people
equally or in a way that is reasonable”. The defi-
nition is quite fuzzy; nevertheless, it was needed to
formalize it mathematically. This resulted in several
proposals of mathematical definitions; the first dis-
tinction is between “individual” and “group fairness”.
Individual fairness refers to the similar treatment of
“similar” individuals. Group fairness refers to the
treatment of “different” groups and usually includes
the ethical concerns of gender parity, race, and sexual
orientation; the so-called “protected attributes” are
usually defined by law and morality concerns. Indi-
vidual fairness, instead, does “not necessarily” care
of morality issues: the similarity among individuals
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can be defined with respect to “any” attribute, either
protected or not by law.

2. Contradictions within fairness

The intrinsic fairness of Shapley values derives from
two of their properties, i.e., the dummy and sym-
metry properties [2], which guarantee that two play-
ers with similar characteristics obtain similar Shap-
ley values. On the other side, two recent works [3, 4]
show how the result of these two properties is essen-
tially a “redundancy unawareness” of the importance
scores obtained through Shapley values. The con-
cepts of “redundancy unawareness” and “individual
fairness” are eventually the same. So why do we claim
in some contexts that they represent an advantage
and in others that they represent a disadvantage? To
understand this, we need to relate it with the (group)
fairness in rankings.

2.1. Fairness in rankings

Rankings are spread in any field, from everyday life to
complex machine learning algorithms. Rankings are
nothing more than ordered lists of elements, items,
or individuals. Rankings often go hand in hand with
importance scores; however, if rankings are trivial to
obtain from the corresponding importance scores, the
opposite does not hold.

Given the several applications in society [5–7], is-
sues relative to the fairness of the rankings and their
evaluation play an essential role. The need to ex-
plore the rankings fully, which is not fulfilled in most
real-world contexts, implies that elements not ranked
in the top positions suffer from low visibility; this
fact is usually referred to as position bias, and it is
particularly relevant when it affects the items be-
longing to different various groups in a dissimilar
manner. Position biases can affect differently pro-
tected and unprotected communities and potentially
propagate gender, sex, and sexual orientation biases
against marginalized groups. To address the issue,
one could define group fairness constraints, with the
aim of guaranteeing the same treatments in the vari-
ous groups; Singh and Joachims [8] define constraints
for “fairness of exposure” in ranking outputs, and the
work by Zehlike et al. [9] deals with the fair top-k
ranking problem. We stated that Shapley values sat-
isfy the “individual fairness”, but this might still be
in contrast with the definition of “group fairness”.

2.2. Diversity and individual fairness achieve
group fairness?

So far, we have introduced group fairness, individ-
ual fairness, and Shapley values. The individual fair
ranking derived from Shapley values does not respect
any group fairness condition; this can be easily con-
cluded by observing that elements in groups, e.g.,
highly correlated groups, are similarly ranked. Fur-
thermore, the pruning criteria proposed in [3, 4] avoid
that highly correlated elements are similarly ranked;
in other words, the pruning criteria include “diver-
sity” in the rankings. Diversity [10] was introduced
in Recommender Systems and refers to the property
of the recommendations to propose items that are
new to the user and not “too similar” to the already
seen elements in various parts of the ranking.

We claim that a combination of “diversity” and
“individual fairness” in importance scores can induce
a ranking that respects the “group fairness” prop-
erty. The claim can be potentially generalized to
any importance scores, independently of their deriva-
tion and it is not limited to Shapley values impor-
tance scores. Our claim is supported by the works by
Balestra et al. [3, 4]; furthermore, the concern is be-
coming relevant to the community [11], where the au-
thors study the connection between fairness and nov-
elty in RS. Although some preliminary experiments
showed the connection between group fairness and
the simultaneous satisfaction of diversity and indi-
vidual fairness in Shapley values, additional analysis
must be performed to prove it more generally. There-
fore, our claim is still far from being generally proven.

3. Conclusions

We introduced the relationship between Shapley val-
ues, well known for providing individual fair rankings,
and the lack of diversity in the provided rankings.
We propose a new theory, claiming that the prun-
ing criteria proposed in [3, 4] can be interpreted as
adding “diversity” in the rankings; more generally, we
claim that under some specific (and still under study)
conditions, the equation “diversity” plus “individual
fairness” equals “group fairness” holds.
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Abstract
Assigning importance scores to features is a common
approach to gain insights about a prediction model’s
behavior or even the data itself. Beyond explainabil-
ity, such scores can also be of utility to conduct fea-
ture selection and make unlabeled high-dimensional
data manageable. One way to derive scores is by
adopting a game-theoretical view in which features
are understood as agents that can form groups and
cooperate for which they obtain a reward. Splitting
the reward among the features appropriately yields
the desired scores. The Shapley value is the most
popular reward sharing solution. However, its expo-
nential complexity renders it inapplicable for high-
dimensional data unless an efficient approximation
is available. We empirically compare selected ap-
proximation algorithms for quantifying feature im-
portance on unlabeled data.

Keywords: Shapley values, feature impor-
tance scores, unsupervised learning

1. Unsupervised Feature Importance

The increasing complexity of machine learning mod-
els as well as dimensionality of collected data is calling
for a method to make both interpretable to the hu-
man user. A universally applicable approach are ad-
ditive feature explanations which divide an observed
numerical effect among the available features. Choos-
ing this effect to be explained appropriately allows
to interpret each feature’s share as its contribution
to the behavior of interest. In particular, the Shap-
ley value [1] has emerged as the most frequently ap-
plied scoring rule. Popular examples include the fea-
tures’ contributions to a model’s generalization per-
formance [2, 3] and prediction value for a selected
instance [4]. In the realm of unlabeled data and ab-
sence of a prediction model, Shapley-based feature
importance scores have been utilized to perform di-
mensionality reduction [2]. Balestra et al. [5] refined
this approach by proposing a feature ranking based
on Shapley values that reduces redundancy among

the selected features. Aiming at preserving the infor-
mation contained in the data while minimizing cor-
relation between the selected feature subset Balestra
et al. employ the total correlation of shared by all
all available features of the dataset as the numerical
effect to be divided. For any subset S it is given by

C(S) =
∑

X∈S
H(X)−H(S) (1)

where H(X) and H(S) denote the Shannon entropy
of a single feature X and a set of features S respec-
tively. This is made feasible by viewing the set of all
feature values as observed realizations of a random
variable.

2. Cooperative Games

A cooperative game is formally given by a pair (N , ν)
containing a finite set of players N = {1, . . . , n} and
a value function ν : P(N ) → R that assigns a real-
valued worth to each coalition S ⊆ N . This simple
formalism is expressive enough to model feature sub-
sets as coalitions that share some total correlation.
The most popular solution to the question of how to
divide the achieved worth ν(N ) among all players is
the Shapley value [1] as it is provably the only solu-
tion to fulfill certain axioms [1] that plausibly capture
a notion of fairness. It assigns to each i ∈ N the share

φi =
∑

S⊆N\{i}

1

n ·
(
n−1
|S|
) · [ν(S ∪ {i})− ν(S)] (2)

and can be interpreted as a weighted average of
marginal contributions ∆i(S) := ν(S ∪ {i}) − ν(S).
Given the context of high-dimensional data yielding
large player numbers, the computational complexity
caused by the exponential number of coalitions ren-
ders any attempt to exactly calculate φi futile.

© Kolpaczki. Licensed under CC BY 4.0.
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3. Shapley Value Approximation

The rapid increase of the Shapley value’s popularity
in recent years, spanning over various machine learn-
ing fields [6] and beyond, incentivized the research
on how to approximate it, facilitating its practical
usage. The approximation problem consists of the
task of computing precise estimates φ̂1, . . . , φ̂n of all
Shapley values with minimal resource consumption.

We consider the fixed-budget setting in which the
number of times an approximation algorithm is al-
lowed to access ν is limited by a budget T ∈ N. This
is motivated by the observation that the evaluation of
large models or data poses a bottleneck, possibly even
causing monetary costs when the access is provided
remotely by another party. The quality of the esti-
mates is measured by the mean squared error (MSE)
averaged over all players which is to be minimized:

MSE :=
1

n

n∑

i=1

E
[(
φ̂i − φi

)2]
.

We shortly describe selected algorithms that we use
for our experiments in Section 4. The first and sim-
plest class of approximation methods leverages the
fact that φi can be interpreted as player i’s expected
marginal contribution. This allows to obtain a mean
estimate by randomly sampling marginal contribu-
tions. Castro et al. [7] propose with ApproShapley
an algorithm that draws random permutations of N .
It extracts a marginal contribution of each player by
iterating through a permutation. Following the spirit,
Stratified Sampling [8] partitions the population of a
player’s marginal contributions into strata, each con-
taining marginal contributions to coalitions S of the
same size. This technique can increase estimation
quality if |S| has an influence on ∆i(S). Closely re-
lated, Structured Sampling [9] modifies sampled per-
mutations such that the marginal contributions to
coalitions of different sizes appear in the same fre-
quency. Departing from the discrete sum, Owen
Sampling [10] updates an integral representation of
the Shapley value [11]. Introducing another repre-
sentation, Kolpaczki et al. [12] sample with Strat-
ified SVARM single coalitions instead of marginal
contributions. In combination with stratification it
reaches higher sample efficiency as all players’ esti-
mates are updated with each coalition. Adopting
a different view, KernelSHAP [4] solves a weighted
least squares problem, filled by randomly drawn coali-
tions, of which the Shapley values are the solution.

4. Empirical Evaluation

We compare the approximation quality of selected al-
gorithms depending on the available budget T for un-
supervised feature importance. In particular we use
three real-world datasets: Breast Cancer, Big Five
Personality Test, and FIFA 21 prepared as in [5]. A
cooperative game is built from each dataset by inter-
preting the features as players and applying the to-
tal correlation as the corresponding coalition’s worth.
The approximation algorithms are run for a range of
different budget values for multiple repetitions. In
order to track the MSE, we calculate the Shapley val-
ues exhaustively beforehand. From Figure 1, Strati-
fied SVARM emerges as significantly superior once it
completes its warmup. Stratified Sampling and Struc-
tured Sampling perform on par or marginally better
for higher budget ranges. The advantage of stratify-
ing methods is likely to be caused by the impact of the
feature subset size on the total correlation. In con-
trast, other methods including KernelSHAP perform
clearly worse, except for ApproShapley displaying the
lowest MSE given exteremely small budget.

(a) Breast Cancer: 9 features

(b) Big Five: 12 features

(c) FIFA 21: 12 features

Figure 1: Averaged MSE and std. error over 50 rep-
etitions depending on available budget T .
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Abstract
Assessing the quality of life of cancer patients is an
important aspect of patient-focused drug develop-
ment and real-world evidence generation. Special-
ized quality of life questionnaires exist for this pur-
pose, and different types of cancer, such as breast
cancer or lung cancer, can be assessed. However,
conducting these surveys is a time-consuming pro-
cess for both patients and clinical staff. At the same
time, many patients discuss their experiences with
and symptoms of their specific diseases in online
healthcare fora. These forum posts may contain in-
formation that could be used to answer quality of life
questions. Our objective is to determine whether fo-
rum posts can be used to answer quality of life ques-
tionnaires and, if so, whether this process can be
automated successfully.

Keywords: Question Answering, Quality of
Life, Healthcare Fora

1. Introduction

In cancer treatment, survival time is not the only im-
portant factor for evaluating the success of different
therapies. The quality of life of a cancer patient is
also an important part of patient-focused drug devel-
opment in order to ensure patients do not only live
as long as possible but also as well as possible con-
sidering their respective disease. For evaluating the
various aspects that affect the quality of life of can-
cer patients, specialized questionnaires such as those
provided by the European Organisation for Research
and Treatment of Cancer (EORTC)1 exist.

However, those filling those questionnaires and
evaluating the results is tedious and time-consuming
for both patients and clinical experts, although they
are of key importance for both patient-focused drug
development as well as real-world evidence genera-
tion.

1. See https://www.eortc.org/

At the same time, many cancer patients also fre-
quently use social media and in particular specialized
healthcare fora like Inspire2, Breast Cancer Now3 or
Macmillan Cancer Support4. In these fora, patients
and relatives of patients discuss how their disease af-
fects their lives, which symptoms they are experienc-
ing, or they support each other getting through those
tough times. Many of those topics include aspects of
their lives which are relevant to quality of life ques-
tions.

2. Research Questions

Considering the mayor investment of time and re-
sources which is necessary to evaluate the quality
of life of patients using standard tools like EORTC
questionnaires, this observation raises the question
whether at least an approximation of the results could
be (automatically) extracted from those forum posts.
This leads us to the following research questions:

1. Feasibility: Is it possible to extract answers to
quality of life questions from those forum posts?

2. Automatization: Can we extract answers to the
questionnaires automatically using AI methods?
With which level of accuracy?

3. Research Plan

In order to answer those research questions, first some
ground-truth data needs to be collected, consisting
of a number of forum posts on the one hand as well
as filled EORTC QLQ-C30 and EORTC QLQ-BR23
questionnaires on the other hand. We plan to conduct
this data by posting a survey in one such healthcare
forum. More precisely, we currently cooperate with

2. See https://www.inspire.com/

3. See http://breastcancernow.org/

4. See https://www.macmillan.org.uk/
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Inspire to realize that data collection. Taking into ac-
count the sensitivity of that (partially medical) data,
multiple steps were necessary in advance to ensure
the compliance of the planned survey with ethical
and data privacy standards as well as the consent of
the respective patients. These steps include:

1. Plan survey structure and quality of life
questionnaires to use (EORTC QLQ-C30 and
EORTC QLQ-BR23) X

2. Ensure compliance with General Data Protection
Regulation (GDPR) X

3. Get approval by the Ethics Review Board of
Bielefeld University X

4. Contact healthcare fora about cooperation in
posting and conducting the survey X

5. Conducting the study (ongoing)

We plan to conduct data from 100 Inspire commu-
nity members as an initial dataset. In order to answer
the first research question, we already started devel-
oping annotation guidelines for the data. After the
data collection has been completed, the whole dataset
will be annotated by three different people, followed
by an evaluation whether the data in the forum posts
is rich enough to approximate answers to quality of
life questions from them.

If this is the case, the annotated data will be used
to develop different approaches for extracting the
quality of life information from those posts. As the
title of this work already suggests, we plan to frame
this task as a question answering problem, pointing
to different parts of the input context, i.e. the forum
posts, which are relevant to the asked question, i.e.
the respective quality of life question.

4. Methods

In parallel to preparing the data collection, we al-
ready worked on multiple lines of research which are
relevant to the second research question. The cur-
rent state and relevance to the addressed problem
are briefly described in the following.

4.1. Baseline Method - Information
Extraction from Clinical Trials

The extraction of PICO (Patient, Intervention, Com-
parison, Outcomes) [1, 2] information from Random-
ized Controlled Trials (RCTs) is an important part of

creating systematic reviews, which form the founda-
tion of the evidence-based medicine paradigm. Our
work [3–5] aims to automatically extract PICO el-
ements in form of nested templates from RCT ab-
stracts. These information extraction approaches
could be especially well-suited to act as a baseline
for the extraction of quality of life information from
forum posts due to the shared medical domain and
similar structure of the task.

4.2. Question Answering using
Dependency-based Underspecified
Discourse REpresentation Structures
(DUDES)

DUDES [6, 7] are a compositional approach to rep-
resenting meaning of words, phrases and sentences
which can be used to generate SPARQL queries for
textual questions given as an input. This DUDES-
based approach differs a lot from recent purely ma-
chine learning or LLM-based approaches as it is an
white box approach by construction. By relying both
on fixed composition rules as well as neural depen-
dency parsers etc., DUDES offer an explainable alter-
native combining the best of both worlds in contrast
to the various black box machine learning approaches
presented in recent times. This way, it also might be
useful for solving the presented question answering
task. This work will soon be published in a paper
about the DUDES question answering approach.

5. Conclusion

All in all, automated prediction of the quality of life
of cancer patients bears the potential to automate
parts of the time-consuming quality of life evaluation
process and this way potentially allows both clinical
experts and cancer patients to focus more on the suc-
cess of the corresponding therapy.

The necessary data is currently being collected and
will soon allow interesting insights into the potential
use of social media data for clinical purposes and au-
tomation of tedious processes.
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Abstract
This paper presents a linguistic approach to trust
in human conversations with LLM-based chatbots.
Using the concept of trust calibration [1] as a start-
ing point, we aim to address the question of how
to increase user AI literacy and prevent misuse of
as well as overtrust in the information provided by
LLM-based chatbots in educational contexts. We
propose a linguistic-based model of trust calibration
that supports users in adopting a critical perspective
on trust calibration and controlling their trust level.
The method combines previous studies on trust in
human interaction, specifically linguistic trust cues
displayed by human trustors to indicate their level of
trustworthiness in naturally occurring contexts [see
2] with studies on proactive human-computer inter-
action [3] and the social influence of conversational
agent’s embodiment in educational contexts [4].

Keywords: trust calibration; linguistic trust
cues; LLM-based chatbots

1. Background

Trusting information provided by large language
models (LLMs) has received growing attention with
the advent of LLM-based chatbots. Currently, users
have high expectations regarding the desired capa-
bilities of LLM-based chatbots. As Wang et al. [5]
note, “users expect LLMs to be multifaceted, capable
of accurately solving complex professional tasks, and
rich in providing personalized or novel responses”.
Such expectations can have serious consequences, es-
pecially in educational contexts where students typi-
cally lack literacy in artificial intelligence (AI). In this
paper, we propose and test a linguistic method for
trust calibration in educational settings, which sup-
ports students in reflecting on and controlling their
trust in a chatbot’s responses, thus increasing their
AI literacy, and agency [6]. Previous studies have fo-

cused on adjusting the level of trust in LLMs by train-
ing models to display confidence levels [7]. Another
group of studies is concerned with developing spe-
cific prompting strategies [8], or training the models
to elicit the appropriate level of trustworthiness [9] or
conducting user studies to elicit users’ experience and
expectations regarding the desired design of LLM-
based chatbots [10]. However, although “the choice of
words is a vehicle for establishing trust in interper-
sonal online communication – regardless of whether
it is written or spoken and whether the interaction
is with another human or an artificial interlocutor”
[11], to our knowledge, trust calibration has not been
approached from linguistic perspectives [but see 12].

Starting from the hypothesis that linguistic trust
cues that trustees use to indicate their trustworthi-
ness in human interaction (e.g., markers of (un)cer-
tainty, referring to experts and numbers, lexical align-
ment, etc.) can be accidentally generated by LLMs as
next words in particular contexts, our model comple-
ments previous research on trust in LLMs by focus-
ing on how these cues can help students to adopt a
critical stance towards the information provided by
LLM-based chatbots and support them to engage in
critical reflection on how to control their trust in
LLM-based chatbots. To this end, we introduce a
new phase of trust calibration, the ‘reflection phase’,
which complements the existing aspects of trust cal-
ibration (e.g., overtrust, undertrust, etc. [13]) by in-
cluding conversational agents in students’ interaction
with LLM-based chatbots.

2. Methodology

Our model is designed for the context of higher ed-
ucation [14, 15] and is based on the following idea:
A conversational agent designed to act as a learning
assistant helps students remain aware that LLMs are

© Belosevic & H. Buschmeier. Licensed under CC BY 4.0.
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merely next-word predictors that should not gener-
ally be trusted in the same manner as we trust hu-
mans. By providing optional assistance in the form
of (non)verbal dialogue actions, the conversational
agent supports students’ critical reflection and con-
trol over their trust in the chatbot’s responses [4].
Suppose, for example, that the chatbot’s response
contains the verb ‘understand’, such as in ‘I under-
stand what you are trying to say.’ This should be
regarded as problematic because this linguistic unit
can be associated with a set of trust cues denoting
the orientation toward the trustor’s needs and goals
in human interaction [16, 17].

We argue that such linguistic units should not be
perceived as trust cues but should instead serve to
motivate and support users’ critical reflection on the
reliability of the response. This can be achieved by de-
signing conversational agents to display verbal, non-
verbal, and prosodic-acoustic metacommunicative ex-
pressions (e.g., distance markers/quotation marks)
embedded in the agent’s proactive dialogue actions
[3], such as notifications, suggestions, or interven-
tions. Using specific conversational acts (e.g., ac-
knowledgment, see [18]), conversational agents can
assist students in assessing the trustworthiness of
the chatbot’s response based on the verbal trustwor-
thiness cues displayed in the response. Importantly,
the agent first offers help, but students can decide
whether they want the agent’s assistance.

3. Case study

To design a conversational agent capable of providing
proactive dialogue actions that help students control
their trust in the chatbot’s responses, it is first nec-
essary to identify which linguistic units are perceived
as linguistic trust cues in human interactions with
LLM-based chatbots. To this end, we conducted a
rating study to test the influence of one type of lin-
guistic units that potentially influence users’ trust,
namely grounding acts [18]. As noted by Chiesurin
et al. [19], current LLM-based dialogue systems usu-
ally guess what the user intended instead of leverag-
ing grounding acts, which may lead to miscalibrated
trust and overconfidence. We tested the following two
hypotheses: (H1) The responses in the ‘baseline’ con-
dition will receive lower trustworthiness ratings than
in two alternative conditions (see also [20]). (H2) The
perceived trustworthiness is higher in the ‘anthropo-
morphic’ than in the ‘grounding act’ condition (con-
trary to [21]).

In a within-subject design study, students (N = 32;
17 female, 15 male; 14 German native speakers, 12
bilingual, 6 non-native speakers of German; age: M =
25.96,SD = 4,Mdn = 26) were exposed to items from
these three conditions1. The acknowledgment and
the anthropomorphic condition comprised the Other-
Acknowledgment speech-act pattern, specifically the
inform → ackn+mrequest pattern [22], where a stu-
dent (other) presents a math task (inform) selected
from the MathDial dataset [23] and a virtual tutor
(ChatGPT 3.5) was prompted to respond by acknowl-
edging the information (ackn). In the acknowledg-
ment condition, the acknowledgment is verbalized by
‘In Ordnung’, ‘Alles klar’, etc. and followed by a re-
quest for clarification of some part of the information
to verify understanding (mrequest). In the anthropo-
morphic condition, the math task presented by the
student was followed by the tutor’s acknowledgment
and a follow-up question verbalized by anthropomor-
phic verbs (e.g., ‘understand’). The baseline condi-
tion comprised the tutor’s direct response to the stu-
dent’s task. The perceived trustworthiness of the tu-
tor’s response was measured indirectly by having par-
ticipants rate the following statements: “The virtual
chatbot tutor can help the student.” The participants
responded by selecting a value on a four-point Likert
scale. Both hypotheses were confirmed by statistical
analyses: The responses in the baseline condition re-
ceived lower mean trustworthiness ratings (M = 1.93)
than in the anthropomorphic (M = 3.23) and the ac-
knowledgment condition (M = 2.98). As indicated by
these values, the perceived trustworthiness received
higher ratings in the anthropomorphic than in the
acknowledgment condition (see H2). The differences
between the three conditions are statistically signifi-
cant (Friedman Test, χ = 28.79, p < 0.001).

4. Conclusions and future work

The results obtained in the questionnaire study can
be used as a starting point for providing recommen-
dations for designing communication strategies for
trustworthy AI [8, 10]. In the next step, we will
use these results to test whether enriching ground-
ing acts with nonverbal aspects affects students’ per-
ceived trust in the chatbot’s responses. To this end,
we plan to include a social robot in the conversation
with LLM-based chatbots.

1. See the supplementary material for study design, dataset,
and results: https://doi.org/10.17605/OSF.IO/FYQ3P.
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Abstract

We present a system for supervision of technical pro-
cesses, called COMETH, which involves an active
learning approach. The system is able to identify
anomalies with very little training data, through an
efficient feedback process. COMETH has been suc-
cessfully applied in the context of heating ventilation
and air conditioning systems and in industrial ma-
chinery. Here, we describe the idea of combining the
time series analysis COMETH with large language
models to integrate further context information and
thus provide the user with specific recommendations.

Keywords: anomaly detection, active learn-
ing, large language models

1. Introduction

Appropriate maintenance of machines and industrial
processes has been thoroughly discussed in literature
and practice [1, 2]. An ideal maintenance scheme
avoids down-time of machines and ensures high
throughput while keeping maintenance efforts at a
low level. With the ongoing shortage of skilled labour
this aspect gains increasing attention. Moreover, sig-
nificant economical benefits of adequate maintenance
strategies can be observed [3].

Although today more and more sensor data from
machines become available, it often remains a chal-
lenge to make use of the acquired data in automized
condition-based maintenance systems [4]. This is
mainly due to a lack of labelled data for the training
of machine learning models [2] and eventual changes
in the set up of the machines or the environment,
which drive models out of their prediction range.
Therefore, robust methods which require few train-
ing data and quickly adapt to changes are needed

in order to establish automated and flexible mainte-
nance strategies. Promising approaches to mitigate
the labelling problem are provided by active learn-
ing methods [5, 6] and human-in-the-loop strategies
[7, 8].

Here, we consider an active learning method, called
COMETH which at the same time provides sup-
plementary information about detected anomalies to
the user (technician). Thus, the method can be
seamlessly integrated into existing maintenance pro-
cedures and support the technician by identifying
anomalous behaviour, while continuously collecting
labelled data to further improve the prediction accu-
racy.

COMETH was proposed in [9] and first applied to
HVAC (heating ventilation and air-conditioning) sys-
tems. Later, its application in an industrial context
was demonstrated [10]. Here, we present the idea
to extend the approach further, using large language
models for the generation of useful recommendations,
based on the detected anomalies and additional tex-
tual machine documentation.

2. Description of the method

COMETH is based on two machine learning meth-
ods which are applied in parallel to the same data. If
both methods yield the same result, the classification
is likely to be correct, i.e. the user gets a notifica-
tion in case of a fault or nothing happens in case of
no fault. If the two methods yield distinct results a
warning is generated and the user has the possibil-
ity to give a feedback telling whether the detected
anomaly is a true fault or not. This information is
then used to retrain the corresponding method with

© Zelba, S. Hittmeyer & G. Benndorf. Licensed under CC BY 4.0.
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the labelled data. A schematic overview of this pro-
cedure is shown in Fig. 2.

Figure 1: Schematic overview of the procedure of
COMETH [10].

In order to ensure high classification accuracy and
low feedback rates it is essential for M1 and M2 to be
complementary, which can be realized by choosing an
outlier detection method for M1 and a classification
method for M2. This implies that M1 is trained only
on fault-free data and tends to have a high sensitivity.
M2, on the contrary, is trained on data from at least
two distinct classes (fault-free and faulty data) and
tends to have a high specificity.

The exact choice of M1 and M2 is arbitrary as
long as the above-mentioned criteria are fulfilled.
Typically, we choose a density-based clustering (DB-
SCAN) method for M1 and a decision tree method for
M2, as this combination has proven to be successful
in other applications [9, 11, 12].

To further support the feedback process and to en-
hance the trustworthyness of the results the user can,
in case of a warning, be provided with additional in-
formation about the detected anomaly. More pre-
cisely, the most responsible variables for the detected
anomaly are evaluated. For DBSCAN a fault identifi-
cation mechanism was proposed in [11]. The resulting
responsibility pattern can guide the user to reject the
fault or take an adequate countermeasure.

3. Coupling to LLMs

As a further direction of current research we are
planning to couple the results of the fault detection

and identification with COMETH to large language
models (LLMs), which provide specific information
about the considered machine. This can be done
via Retrieval Augmented Generation (RAG) [13] ap-
proaches where context in terms of handbooks, log
book information or service documentation is inte-
grated. As a result the user can interact with the
system via a custom chat window and directly re-
ceives proposed countermeasures in case of a detected
fault, based on the user manual of the machine. The
idea is to further reduce the barriers to give feedback
by providing an intuitive and conversational inter-
face. Furthermore, the validity of the results can be
double-checked by analysing time series data and ad-
ditional textual documentation via the LLM.

Figure 2: Illustration of the envisioned interactive
GUI with chat functionality.

4. Conclusion

For the integration of an active learning approach
into existing maintenance processes the user experi-
ence and user acceptance have to be carefully taken
into account. Along these lines, further improve-
ments have to be achieved concerning the user in-
terface and enhanced decision support. The latter
includes for example an automated generation of rec-
ommendations in case of faults or warnings.

To keep the required feedback from the user at a
minimum level indirect feedback from maintenance
log books or further external information sources, like
handbooks can be used. Recent progress in natural
language processing and the rapid advancements of
large language models in many fields provide new op-
portunities to enhance the interaction of technicians
with data analytics solutions and thus to foster the
employment of active learning methods in machine
services.
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Abstract
Gaussian processes can be utilized in the area of
equation discovery to identify differential equations
describing the physical processes present in time se-
ries data. Furthermore, automatically constructed
models can be split into components that facili-
tate comparisons between time series on a structural
level. We consider the potential combination of these
two methods and describe how they could be used to
detect shared physical properties in multiple record-
ings of dynamical systems as time series. This ap-
proach provides insights into the underlying dynam-
ics of the observed systems, facilitating a deeper un-
derstanding of complex processes.

Keywords: Gaussian Process, Dynamical Sys-
tems, Frequent Itemset Mining, Equation Dis-
covery

1. Gaussian Processes (GPs)

Formally, a GP g(x) = GP(µ(x), k(x, x′)) defines a
probability distribution over the space of functions
Rd → R`, such that the outputs g(xi) at any set
of inputs xi ∈ Rd are jointly Gaussian [1]. Such a
(multi-input multi-output) GP is defined by its mean
function (often set to zero for the prior)

µ : Rd → R` : x 7→ E(g(x))

and its (multi-input multi-output) positive semi-
definite covariance function (also called kernel)

k : Rd × Rd → R`
�0 :

(x, x′) 7→ E((g(x)− µ(x))(g(x′)− µ(x′))T ).

∗ These authors contributed equally

where (X, y) with X ∈ Rn×d and y ∈ Rn×` are
a dataset with n observations. The kernel defines
the general form of the GP and usually contains ad-
ditional hyperparameters, like a lengthscale or the
length of a periodic pattern [2]. These hyperparame-
ters directly impact the calculation of the covariance
matrix K of observation locations X.

2. CATGP

A GP’s kernel encodes prior assumptions about the
data, like smoothness or periodicity. The choice of
kernel greatly impacts the model’s performance, as a
strong correlation between these prior assumptions
and the actual data allows the model to generate
more accurate predictions and fit the data with more
precision. Conversely, automatic kernel searches can
find a descriptive kernel for a given dataset by evalu-
ating the model performance of different kernels [2, 3].
For complex structures in the data, the best kernel
is often a sum or product of simple kernels. In such
cases, sums can be interpreted as modelling indepen-
dent subprocesses which make up the dataset.

Recently, the Component Analysis in Time Series
with Gaussian Processes (CATGP) has emerged as a
way to use this principle for further analysis of GP
models [4]. This algorithm finds commonly appear-
ing kernel components (subkernels) in a collection of
GPs by interpreting kernels as sets of such compo-
nents and applying frequent itemset mining. In the
previous publications about this method, the Apriori
algorithm [5] was used as a basis, but the same prin-

© Besginow, J.D. Hüwel, M. Lange-Hegermann & C. Beecks. Licensed under CC BY 4.0.
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ciple can be applied to any frequent itemset mining
algorithm.

In this work we outline a potential combination of
this method with kernels with inductive bias on sys-
tems of differential equations to infer knowledge from
data with potential dynamical systems behaviour.

3. LODE-GPs

Consider a system of linear homogenous ordinary dif-
ferential equations with constant coefficients

A · f(t) = 0 (1)

with operator matrix A ∈ R[∂t]
m×n determining the

relationship between the smooth functions fi(t) ∈
C∞(R,R) of f(t) =

(
f1(t) . . . fn(t)

)T
. For such

systems the main result of [6] holds:

Theorem 1 (LODE-GPs) For every system as in
Equation (1) there exists a GP g, such that the set
of realizations of g is dense in the set of solutions of
A · f(t) = 0.

As the authors of [6] demonstrate, these LODE-
GPs can be constructed algorithmically and are guar-
anteed to satisfy the original system of linear ho-
mogenous system of ordinary differential equations
with constant coefficients given by A · f(t) = 0. This,
combined with the previously described kernel search
approach, enables users to find a fitting system of dif-
ferential equations for a given dataset.

4. Proposed Method

We propose a combination of these two methods. The
resulting process is depicted in Figure 1. While the
system in the real world can not be directly exam-
ined to identify process components, it’s reasonable
to assume that these components correspond to time
series components in a suitable decomposition. We
achieve this decomposition by employing GP mod-
els, which adapt to structures present in the data [2],
categorizing subkernels by the ordinary differential
equation that they are based on, and create analyz-
able sets of kernels representing present structures in
each dataset.

The intent of our method falls under the class of
equation discovery methods, which try to discover a
fitting dynamic system description for a given dataset
[7–9]. Where other works make use of learning this
behaviour through direct GP regression for a whole

Figure 1: The correlation between different aspects
in our proposed method. The red connec-
tions symbolize our contribution. Over-
all, process components correspond to time
series components in the recorded data,
which in turn correspond to kernel compo-
nents of descriptive GP kernels. The figure
is based on a figure in [4].

dataset, we propose to find the most frequently occur-
ring differential equations as follows.

The intended objects of analysis for this method
are systems, that accumulate multiple subprocesses,
that follow physical equations, where the exact corre-
lation between these subprocesses is unknown to the
user. To generate insights into such physical systems,
we first select descriptive LODE-GPs for time series
recordings of those systems. The selected kernels are
additive combinations of kernels, that correspond to
systems of ordinary differential equations. Thus, each
kernel can be equated to a set of kernel components,
which can in turn be analysed via CATGP. This anal-
ysis identifies the most frequent types of differential
equations that appear as subprocesses in the data.
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Abstract

Dueling Bandits is a well-studied extension of the
Multi-Armed Bandits problem, in which the learner
must select two arms in each time step and receives
a binary feedback as an outcome of the chosen duel.
However, all of the existing best arm identification
algorithms for the Dueling Bandits setting assume
that the feedback can be observed immediately af-
ter selecting the two arms. If this is not the case,
the algorithms simply do nothing and wait until the
feedback of the recent duel can be observed, which
is a waste of runtime. We propose an algorithm that
can already start a new duel even if the previous one
is not finished and thus is much more time efficient.
Our arm selection strategy balances the expected in-
formation gain of the chosen duel and the expected
delay until we observe the feedback. By theoretically
grounded confidence bounds we can ensure that the
arms we discard are not the best arms with high
probability.

Keywords: Multi-Armed Bandits, Dueling
Bandits, Online Learning

1. Introduction and Related Work

The Dueling Bandits or also called Preference-based
Multi-Armed Bandits is a variant of the standard
Multi-Armed Bandits (MAB) problem in which a
learner can compare a pair of choice alternatives that
are called arms in the following in a sequential man-
ner (see [1] or [2]). Instead of a numerical reward the
learner can only observe a winner information in form
of a binary feedback for each selected duel. As in the
standard MAB problem, we assume this feedback to

be stochastic. The goal of the learner is to identify
the ”best” arm as fast as possible.
Dueling Bandits algorithms were sucessfully applied
to other settings in which the goal is to find the
best among different choice alternatives by sequen-
tial comparisons. A classical example is the Algo-
rithm Configuration (AC) setting in which we want
to find the best parameter configuration for a given
target algorithm by repeatedly racing two of them
against each other. However, these target algorithms
are often complex and need a long runtime until we
can observe which parameter configuration performs
best. All of the existing Dueling Bandits algorithms
wait paitiently until the winner feedback is observed
and do nothing in between. By this, a huge part of
the overall runtime of the algorithm is wasted by just
waiting for the observation. While there are some
existing MAB methods that can deal with such a de-
layed feedback like [3], this setting is not studied until
now for the Dueling Bandits case.

2. Problem Formulation

Assume that we have given a finite set of m choice
alternatives that we denote by their indices [m] =
{1, . . . ,m} and a finite number of allowed parallel du-
els K ∈ N>0. In each time step t ∈ N the learner has
to choose a new duel St = (i, j) for i, j ∈ [m] if the
number of active duels has not reached the number of
allowed duels K yet. For each duel, the environment
creates a pair (τt, ωt) ∼ Pτ,ω(·|St) of a delay τt and
winner ωt of the selected duel. The learner can ob-
serve the winner ωt = 1{i�j} at time step s = t+ τt.

© Brandt, B. Haddenhorst, V. Bengs & E. Hüllermeier. Licensed under CC BY 4.0.



Dueling Bandits with Delay

The goal is to identify the ”best” arm as fast as possi-
ble, where fast as possible means the least wall-clock
time here. The best arm ist defined as follows.

Definition 1 (Condorcet Winner) We call arm
i∗ ∈ [m] the Condorcet Winner (CW) iff P(i∗ � j) >
P(j � i∗) for all j ∈ [m] with j 6= i∗.

3. Algorithm

To identify the CW in the Dueling Bandits problem
with delayed feedback, we propose an algorithm that
chooses the duels in each time step according to a
trade-off of the expected information gain and the
expected delay to observe the feedback. This is done
by choosing the duel with the minimal ratio between
the average observed delay for this duel and the gap
between the winning probabilities of the arms. If this
gap is huge, the chance is high that we can eliminate
the worse arm soon. Let P̂ denote in the following the
empirical probability, then we can solve the problem
as given in the pseudo-code in algorithm 1.

For the theoretical derivation of the confidence

Algorithm 1: Best arm identification in Duel-
ing Bandits with Delay

Input: confidence 1− γ, set of arms [m],
number of parallel slots K

Output: the CW of [m]
Initialize remaining winner candidates R1 = [m],
epoch e = 1

while |Re| > 1 do
Divide Re in duels {S1, . . . , S|Re|/2}
Ee ← ELIMINATE({S1, . . . , S|Re|/2})
Re+1 ← Re\Ee
e← e+ 1

end
Return remaining arm in Re

bounds used in algorithm 2, we need the following
assumptions.

Assumption 2 (1) A CW exists.
(2) No ties in duels are allowed and we have for each
duel set {i, j} ⊂ [m] that |P(i � j)− P(j � i)| ≥ h.
(3) The delays are upper bounded by τ ≤ b.

With this, we can derive the following confidence
bounds which proofs are beyond the scope of this
extended abstract.

Algorithm 2: Eliminate

Input: set of duels S = {S1, . . . , Sn}
Output: set E of arms to eliminate
Initialize arms to eliminate E = ∅, active duels
A = ∅, time step t = 0

while E = ∅ do
for each set S = {i, j} ∈ S do

estimate winning probability gap
∆̂t(S) = |P̂t(i � j)− P̂t(j � i)|

estimate average observed delay τ̂t(S)
estimate confidence bound ct(S)

end
if number of active duels |A| < K then

Play duel St = argminS∈S
τ̂t(S)

∆̂2
t (S)

+ ct(S)

add St to set of active duels A = A ∪ St
end
for each set in active duels S ∈ A do

Possibly observe feedback (τS , wS)
if feedback for S is observed then

remove from active duels A = A\S
Update arms to eliminate
E = E ∪ {i ∈ S|∆̂t(S) ≥ cδt (S)}

end

end

end

Theorem 3 (Confidence bound) For the confi-

dence bound ct(S) =
√

2b2

h2t ln
(
t
4

)
, we have

P
(∣∣∣ τ(S)

∆2(S) −
τ̂t(S)

∆̂2
t (S)

∣∣∣ ≥ ct(S)
)
≤ t−1.

Theorem 4 (Eliminated arms) For cδt (S) =

max

{
3h,
√
− 9t

2 ln
(
δ
4

)}
, we eliminate a wrong arm

only with probability δ in algorithm 2.

4. Conclusion

We introduced the dueling bandits with delayed feed-
back problem and to the best of our knowledge are
the first ones who study this problem. Our proposed
algorithm for the best arm identification is guaran-
teed to only discard good arms with low probability.
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Abstract
Traditional process mining techniques utilize one
event log as input to offer organizational insights.
In many applications, information regarding unde-
sirable process aspects may exist. However, the lit-
erature lacks a comprehensive overview of their inte-
gration into process mining tasks. In our paper, we
explore leveraging data from both desirable and un-
desirable event logs to augment existing process min-
ing tasks and develop innovative applications. Our
aim is to systematically outline the potential for en-
hancements in this realm.

Keywords: Process Mining, Desirable and
Undesirable Behavior, Process Discovery

1. Introduction

Data extracted from information systems constitutes
a rich and valuable resource, providing possibilities
for diverse analyses. Process mining, as a broad dis-
cipline, encompasses a variety of applications applied
to event data to extract meaningful insights [1]. In
our research, we delved into leveraging information
related to desirable and undesirable event logs to
extract valuable insights and assist organizations in
improving their processes by addressing performance
and compliance problems. In Fig. 1, an overview of
the research questions targeting desirable and unde-
sirable cases is illustrated.

2. Potential Research Questions

Identification of Desirable and Undesirable
Event Logs (RQ1) Some potential approaches to
derive the desirability of the cases include domain-
specific labeling [2], assessing the adherence to the
normative behavior [3], rule-checking techniques [3],
identification of outliers or strange cases [4], and
automated detection of control flow variability [5].
Given that automatic labeling of cases as desirable
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Figure 1: Overview of the research questions lever-
aging the desirable and undesirable event
logs.

or undesirable relies on interpretations and specific
scenarios, user input may be necessary to choose an
appropriate method. In [5], a framework for the
identification of control flow variations across contin-
uous dimensions like duration of cases is proposed.
This framework takes an event log and a continuous
dimension. Considering the cases are sorted based
on their assigned value, a sliding-window-based algo-
rithm utilizing the earth mover’s distance is employed
to find the change points in the control flow. Further
analysis of the identified segments helps to categorize
the cases into desirable or undesirable.

Predictive Process Monitoring (RQ2) As-
suming that the desirability of the cases is known,
the event logs can be encoded as suitable features
for the machine learning techniques and the state-of-
the-art architectures can be used to obtain predictive
models or recommendations [6]. The process mining
field can contribute to the improvements by provid-
ing meaningful features [7]. Extracting explainability
from such predictive models helps to establish trust-
worthy predictions [8]. In addition to predictive mod-
els, many process variant analysis techniques from
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Figure 2: Process variant identification framework
across continuous dimensions [5]

the literature could be used to effectively compare
the event logs [9].

Process Model Evaluation (RQ3) Assessing a
process model’s capability to differentiate between
desirable and undesirable behavior is challenging.
Fitness is an evaluation metric used to assess the re-
playability of the observed behavior on the discovered
model [3]. In [10], evaluation metrics are suggested,
utilizing fitness criteria to ascertain model fit with
the desirable event log while not aligning with the
undesirable event log. Another approach proposed in
[11] checks if the generalization of behavior allowed
by the model conflicts with the undesirable behav-
ior generated artificially from the desirable event log.
Adaptations are required to make them applicable in
scenarios with desirable and undesirable event logs.

Process Discovery (RQ4) The goal is to dis-
cover process models that support a desirable event
log while avoiding an undesirable event log. Limited
research has been conducted to involve desirable and
undesirable event logs in process discovery. Declar-
ative process discovery approaches like [2] and [12]
discover constraint-based models from desirable and
undesirable event logs. In [13] and [14], the discovery
of procedural process models using these event logs is
investigated. The IMbi algorithm is another relevant
discovery technique introduced in [10]. In each recur-
sion, the algorithm finds a process structure that has
a low cost based on the desirable event log and a high
cost based on the undesirable event log. In Fig. 3, one
recursion of the proposed algorithm is illustrated [10].
The ratio parameter controls the involvement of the
undesirable event log in the process discovery.

Imposing Rules to Process Discovery (RQ5)
User-defined rules or discovered rules from event logs
can help to enhance the quality of the discovered pro-
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Figure 3: One recursion of IMbi framework [10], dis-
covering a process model to support the de-
sirable event log while avoiding the unde-
sirable event log.
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Figure 4: One recursion of IMr framework [15], al-
lowing for a set of rules R as input.

cess models. Existing process discovery frameworks
often disregard other valuable sources such as do-
main knowledge and documentation within business
processes that provide insights into how the process
functions. In [15], the IMr algorithm is proposed as a
generalization of the IMbi framework that is capable
of considering some declarative rules as input. One
recursion of the IMr framework is illustrated in Fig. 4.
This approach can be extended to scenarios with two
event logs as input. In addition, a set of rules that
can discriminate between the desirable and undesir-
able event logs can help to discover better process
models.

Process Model Visualization (RQ6) The ob-
tained insights from the previous research questions
could be accompanied by visualization techniques.
Conformance checking techniques from the literature
or user feedback can be used to further improve the
process models and align them better with reality.

3. Conclusion

Six potential research questions regarding the utiliza-
tion of desirable and undesirable event logs in the
process mining field are introduced in this extended
abstract. Extending existing process mining frame-
works with the integration of this information could
yield enhanced insights.
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Abstract

Work is not just about money, but also about sat-
isfying social needs. We examine processes of so-
cial inclusion and exclusion among human employ-
ees and robot employees. For our current study, we
chose the restaurant industry as a contemporary use
case where humans and robots work together as wait-
ers. We assume that social exclusion from either hu-
man or robot colleagues will threaten peoples needs
(i.e., belonging, control, meaningful existence, self-
esteem) but will be interpreted differently depend-
ing on the excluding agent (i.e., human colleague
or robot colleague). Assuming different attribution
processes challenges the “Computers Are Social Ac-
tors” theory and could lead the rethinking human-
robot interactions or even humans interacting with
technology in general.

Keywords: social exclusion, robot coworker,
work in progress

1. Introduction

Work goes beyond being a source of income; it also
acts as a framework for time management, a platform
for building social connections, a catalyst for pursu-
ing collective objectives, a symbol of societal status,
and a source of activity [1, 2]. Humans inherently
seek social interaction [3]. Interactions with cowork-
ers can either fulfill or compromise basic social needs
[4].

As robots become more integrated into the work-
force [5], this innate aspect of human behavior could
face disruption, possibly leading to feelings of social
exclusion. Social exclusion threatens fundamental
human needs (i.e., a sense of belonging, meaning-
ful existence, control, and self-esteem) and can lead
to severe consequences (i.e., depression, alienation,
helplessness) in the long run [6].

2. SAIL

The effects of human-robot team work are explored
as one aspect of SAIL [7]. SAIL is an interdisciplinary
research network in Germany, in which Bielefeld Uni-
versity, Paderborn University, University of Applied
Sciences Bielefeld and the University of Applied Sci-
ences Ostwestfalen-Lippe are involved [8]. The abbre-
viation SAIL stands for ”SustAInable Life-cycle of In-
telligent Socio-Technical Systems” and illustrates the
goal of developing the entire product life cycle of AI
systems in a sustainable manner [8, 9]. The design of
AI systems should ensure transparency, security and
human self-determination [9].

3. Work in Progress

Within SAIL, we investigate processes of social in-
clusion and exclusion in human-robot interactions
within work settings [7]. For our current study, we
chose the restaurant industry as a contemporary use
case since plenty of skilled workers have left the hos-
pitality industry because of poor work-life balance,
low job security, and little employee compensation
[10]. As a consequence, many restaurants turned to
employing robots as waitstaff to address the scarcity
of skilled labor. However, these robots lack crucial
communication skills, potentially causing human em-
ployees to experience feelings of exclusion.

To explore this, we planned a pre-registered [11]
online study where people should imagine working in
a restaurant with either human colleagues (see Fig-
ure 1) or robot colleagues (see Figure 2). During
the study, participants read texts describing different
behaviors of their colleagues in a randomized order.
The behaviors depict various forms of social inclu-
sion and exclusion. After each behavior, participants
are asked to generate potential explanations for the
previous behavior and indicate their need fulfillment
through questionnaire items excerpted from [12].

© Arlinghaus & G.W. Maier. Licensed under CC BY 4.0.
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Building on the temporal need-threat model [6],
we anticipate that social exclusion poses a threat to
essential human needs (e.g., belonging, self-esteem,
meaningful existence) regardless of whether social ex-
clusion originates from a human or a robot. Never-
theless, we speculate that individuals interpret their
experienced exclusion differently depending on the
excluding agent (human vs. robot). This assumption
challenges the ”Computers Are Social Actors” theory
[13], which suggests that individuals unconsciously
apply social norms to computers based on interper-
sonal interactions. Such insights would represent a
significant advancement in the field of human-robot
interaction research.

Figure 1: Restaurant Picture With Human Waiters

4. Outlook

Our next steps will be analyzing the data col-
lected in this study and preparing a manuscript for
publication. We comply with Open Science stan-
dards. Therefore, we pre-registered [11] our study
and plan making the data available in the Open
Science Framework (OSF) under the following link:
https://osf.io/mnybf/

Depending on when you read this work-in-progress
paper, the data may already be available there or
will be added at a later date. We also plan to link
to the final paper on the pre-registration [11] or in
OSF project as soon as the final paper is published.
However, this will take some time.

Figure 2: Restaurant Picture With Robot Waiters
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1. Introduction

In recent years, with the increasing importance of
dataset privacy in machine learning (ML) applica-
tions, there has been an increased demand for secure
and privacy-preserving solutions [1, 2]. Consequently,
encryption techniques have become known as a criti-
cal tool for protecting data privacy in an era of mas-
sive data use, exchange, and analysis [3, 4]. Encryp-
tion protects data against illegal access and disclo-
sure by changing it into unreadable ciphertext that
can only be decrypted by authorized parties [5–7]. In
the field of ML, where sensitive data is often utilized,
in such a process the use of encryption techniques has
significant potential for providing privacy-preserving
model training and inference [7, 8].

Therefore, this article analyzes, investigates, and
compares three widely used encryption techniques.
Each encryption method offers unique advantages
and trade-offs [9–11]. Thus, we evaluate the perfor-
mance of Convolutional Neural Network (CNN) mod-
els trained on encrypted datasets using these encryp-
tion techniques to provide detailed information on the
effectiveness, practical concerns, and applicability of
various methods for real-world applications by com-
pletely analyzing them within the context of com-
puter vision. We test the performance of CNN models
trained on encrypted data with several encryption ap-
proaches using neural models based-architecture [12].
Parameters such as training time, memory usage, and
classification accuracy are analyzed and compared
between encryption methods. We also look into the
effect of encryption on model interpretability and ro-
bustness against adversarial attacks. Furthermore,
to support our study we demonstrate our approach
by using practical implementation—to showcase the

performance and efficiency of each encryption strat-
egy in protecting data privacy while keeping model
accuracy and testing in a real-time recognition appli-
cation using an edge device such as NVIDIA Jetson.
Through this comparative analysis, researchers and
developers can achieve a more in-depth understand-
ing of the importance and issues involved with the
integration of encryption techniques into ML espe-
cially in computer vision application workflows.

2. Analysis Methodology

A CNN architecture is utilized for the classification
task due to its effectiveness in handling image data
[13–15]. The architecture comprises two convolu-
tional layers followed by max-pooling layers that en-
able hierarchical feature extraction from the input
images. Each convolutional layer is activated us-
ing the ReLU activation function to introduce non-
linearity. The resulting feature maps are downsam-
pled using max-pooling layers to reduce spatial di-
mensions and extract dominant features. Subse-
quently, a flattened layer transforms the 2D feature
maps into a 1D vector which helps the compatibility
with densely connected layers. Two fully connected
(dense) layers with ReLU activation functions further
process the extracted features, promoting non-linear
transformations and capturing intricate patterns in
the data. Finally, a dense layer with a softmax ac-
tivation function is employed for multi-class classifi-
cation that generates probability distributions over
the output classes. This CNN architecture uses the
hierarchical nature of neural networks to effectively
classify the handwritten digit images present in the
MNIST dataset [16–18].

© Sanaullah, H. Attaullah & T. Jungeblut. Licensed under CC BY 4.0.
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Table 1: Accuracy with Resource Consumption

Encryption Test CPU Time Memory
Model Accuracy (sec.) (KB)

Original Data 99.25% 85.50 306,140
XOR 96.70% 76.61 156

S.Cipher 11.35% 75.92 30,744
Homomorphic 98.02% 75.92 30744

2.1. Encryption Techniques

Three encryption techniques are utilized to protect
the privacy of the MNIST dataset during model train-
ing and evaluation. First, XOR encryption involves
applying the bitwise XOR operation between the im-
age pixel values and a randomly chosen integer en-
cryption key. This process effectively rearranges the
pixel values based on the binary representation of
both the image and the key. Second, substitution
cipher encryption shifts pixel values by a fixed inte-
ger value (encryption key) using modulo addition. In
this process, each pixel value in the image is shifted
by the chosen encryption key, wrapping around if
the resulting value exceeds the maximum pixel in-
tensity. Last, homomorphic encryption enables com-
putations on encrypted data without decryption, pre-
serving data privacy during processing. An encryp-
tion homomorphic scheme is applied to the pixel val-
ues using a predefined encryption key for arithmetic
operations on encrypted data while maintaining con-
fidentiality.

3. Experimental Results

The experimental results showcase the performance
and resource consumption of the CNN model trained
on different encryption techniques applied to the
MNIST dataset. Therefore, XOR and homomor-
phic encryption techniques showed reasonable per-
formance with minimal computational overhead, and
substitution cipher encryption significantly degraded
the model’s accuracy, indicating its limitations in pre-
serving data integrity for image classification tasks,
details of each model results can be seen in Table
1. These results highlight the trade-offs between
data privacy and model performance. Furthermore,
to support our study exploration, we analyze sta-
tistical properties. The statistical properties pro-
vide information into the distribution characteristics
of pixel values in the encrypted datasets obtained
using different encryption techniques. Therefore,

Figure 1: A handwritten digit on the left and on the
right the model predicted number in real-
time using XOR-encrypted dataset.

XOR-Encrypted Data - Mean: 0.4887 and Variance:
0.0088, demonstrate a mean value close to 0.5, indi-
cating a balanced distribution of pixel values around
the midpoint. The variance is relatively small, sug-
gesting moderate dispersion of pixel values around
the mean. However, Substitution-Encrypted Data
- Mean: 0.1966 and Variance: 1.4825e-06, similarly
Homomorphic-Encrypted Data - Mean: 0.1236 and
Variance: 0.0882, shows a significantly lower mean
value compared to XOR-encrypted, indicating a shift
in the pixel value distribution. The variance sug-
gested a minimal dispersion of pixel values around
the mean.

3.1. Real-Time Implementation

In the real-time implementation, we demonstrate the
system’s capability to predict handwritten digits from
uploaded images seamlessly and efficiently while pre-
serving data privacy using encryption techniques. To
provide a concrete example, Figure 1 showcases an
uploaded image of a handwritten digit on the left and
on the right the model predicted number in real-time
testing. Therefore, through this demonstration, we
illustrate the system’s ability to preprocess incoming
images, feed them into the XOR encrypted model,
and seamlessly provide accurate predictions without
compromising data privacy. Additionally, all test re-
sults are available on our GitHub channel.
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1. Introduction

Innovations in Neural Network Generation demon-
strate the continual evolution, optimization, and de-
velopment of artificial neural networks (ANNs) over
periods [1]. These improvements include a combi-
nation of methodologies, approaches, and technical
breakthroughs aimed at increasing the efficiency and
abilities of neural network models [1]. Researchers
and engineers have repeatedly attempted to push the
boundaries of neural network performance, scalabil-
ity, and applicability across multiple fields. These
improvements usually involve changes to network de-
signs, training algorithms, optimization methodolo-
gies, and hardware acceleration methods. Moreover,
the neural network generations are closely related
to key achievements in the machine learning (ML)
research domain, such as the development of deep
learning (DL) designs like convolutional neural net-
work (CNN) or spiking neural network (SNN) and
using both neural generations to introduce natural
language processing and advances in computer vision
applications [2–4]. Thus, in the field of neural net-
work study, researchers have categorized ANN mod-
els into generations based on their computational de-
sign and capabilities. Maass’ classification approach
[5] categorizes ANN evolution into three generations.
Therefore, this research study explores the continual
evolution and optimization of ANNs, highlighting ad-
vancements in methodologies and technical innova-
tion. We discuss the different generations of ANN,
based on computational design and capabilities, em-
phasizing their role in shaping achievements in ML

∗ All authors contributed equally

research. The study underscores the significance of
these generational milestones in enhancing the adapt-
ability and efficacy of neural network models for com-
putational tasks, such as image classification. Figure
1 demonstrates the visual representation of these gen-
erations.

2. First Generation of Neural Network

ML began with the perception neural network, a fun-
damental component of neural theory. Designed by
Frank Rosenblatt in the late 1950s [6], the perceptron
represented a unique technique for pattern recogni-
tion and classification. It symbolizes the first at-
tempts to recreate the functioning of real neurons
called a representation of biological neurons and cre-
ate a human-like intelligence machine. The architec-
ture was the first attempt to model biological brain
network computers and it utilized simple threshold
units. At its most basic explanation, the Perceptron
is a single-layer neural network designed for binary
classification tasks. Its primary element emphasizes
its significance as an introduction to more compli-
cated neural network topologies [7, 8]. Although rel-
atively straightforward, first-generation neural net-
works encountered significant computing and concep-
tual challenges. The computational capability at the
time was not sufficient for training large-scale net-
works or managing complicated learning algorithms.
Therefore, the perceptron’s linear decision limitations
significantly restrict its ability to address nonlinear
issues. Despite its limited extent and functionality,
but it was an important step in the development of
ANN [9].

© Sanaullah, S. Koravuna, U. Rückert & T. Jungeblut. Licensed under CC BY 4.0.
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Figure 1: The basic overview of three generations of ANNs.

3. Second Generation of Neural
Network

Second-generation neural networks consist of multi-
layer perceptrons (MLP), a class of neural networks
containing one or more hidden layers [10, 11]. Unlike
single-layer or perceptions neural networks, which
can only be learned from linearly defined hyper-
parameters, MLPs can learn nonlinear mappings
from the input and output data by incorporating one
or more hidden layers with nonlinear activation func-
tions. This enabled MLPs to reach complex functions
and solve a wide range of ML challenges [12, 13].
However, compared to MLP, the most significant
achievement in the second generation of ANNs was
the development of CNN. CNN appeared as a marked
improvement in the neural network history. In the
mid-1980s, Kunihiko et al. [14] designed architec-
tures for processing structured grid-like data, such as
image-based datasets. They used the ideas of local
connectivity and hyper-parameter sharing to effec-
tively process hierarchical representations of graphi-
cal data. Additionally, Rumelhart and Williams et
al. [15] presented new learning methods, including
backpropagation, which transformed computer vision
and showed a breakthrough in image recognition and
object detection research domain.

4. Third Generation of Neural
Network

SNNs are a class of ANN that draws inspiration from
the human nervous system, such as the spiking mech-
anism of neurons in the brain [16, 17]. SNNs neural
architecture-based sharing information using discrete
spikes rather than continuous-valued signals, as com-

pared to other generations of ANNs process. This
spiking neuron function is the fundamental unit of
an SNN, stimulating the activity of biological neu-
rons by producing discrete spikes in response to in-
put current. These spikes are frequently described
as binary events that emerge at predetermined times
and reflect both the timing and stability of neu-
ral activity. As a result, the temporal dynamics
of the spiking process and propagation are impor-
tant for information simulation in SNNs for allowing
them to encode and interpret temporal patterns in in-
put [18, 19]. Furthermore, SNNs have demonstrated
promising performance in different applications, in-
cluding event-driven processing, pattern recognition,
and neuromorphic computing [20–22]. They are es-
pecially well-suited to applications that require pro-
cessing spatiotemporal data, such as sensory pro-
cessing, robotics, and object identification prediction
[23, 24]. Unlike traditional neural network architec-
tures that depend on the rate-based firing of neurons,
SNN more closely mimics the behavior of biological
neuron manners by communicating between neurons
via discrete functions, commonly known as action po-
tentials [25, 26]. Lastly, in terms of parallel process-
ing and implementation on hardware or edge devices,
SNNs perform incredibly well, due to their discrete
spike trains. Therefore, this feature enables energy-
efficient implementations on edge computing and is a
particularly useful tool for low-power applications.
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Abstract

Research aims to enhance physical abilities using ex-
oskeletons and limb movement prediction. SEMG
signals are used for intuitive control, but their mea-
surement is limited to shallowly under-the-skin mus-
cles, making deep muscle signals less frequently used.
Here we extended a previously proposed method to
train a virtual sensor for the difficult to access mus-
cles (deep muscles e.g. brachialis). The method
is extended from signals from the same muscle to
intermuscular signals and the results confirm sim-
ple biomechanical assumptions. The trained virtual
sensors are ready for further investigations by being
used in a biomechanical model.

Keywords: Electromyography, virtual sensor,
regression

1. Introduction

For an intuitive control of exoskeletal devices an
intuitive and non-delayed control scheme is an im-
portant part of success. Electromyographic (EMG)
signals are often used to enable such control. This
study uses the flexor muscles of the elbowjoint as the
object of investigation. The flexion of the joint is
possible by three flexors. The flexors are the biceps
brachii (shallow, often used in this application)
brachialis (deep, below the biceps brachii) and the
brachioradialis (shallow, located on the forearm).
Even though the three flexors share elbow flexion
as their main task, they have different attachment

points and therefore different lever arm courses
across the elbow angle. As the biceps and brachialis
are located close to each other, sEMG signals are
prone for picking up signal components from the
other muscle. This phenomenon is called crosstalk.
As shown in previous work, the movement of the
elbow can be predicted by the sEMG signals of the
two biceps brachii heads and the two shallow triceps
brachii heads [1]. Previous work has also shown that
a virtual sensor that predicts the activation for one
biceps brachii head can be trained from the other
head with a shallow feedforward neural network (ffn)
[2]. This can be used as a replacement for a sEMG
channel or for the evaluation of the sEMG.
Therefore, this is further used to guide the training
for a virtual brachialis sensor by domain knowledge.
This can lead to more explainable behaviour of the
trained virtual sensors. The previously proposed
method allows for a robust training process with
a domain based foundation which is used in this
work to interpret the results (e.g. co-activation and
crosstalk).

2. Methods

2.1. Experiment and Used Dataset

The underlying experiment with which the data was
recorded is based on [3]. In addition, two sEMG sen-
sors were added to the setup to measure the signals

© Grimmelsmann, M. Mechtenberg, M. Vieth, B. Hammer & A. Schneider. Licensed under CC BY 4.0.
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of the brachialis. This deep muscle was measured by
one sensor each on the medial (ME) and lateral (LA)
side of the distal biceps brachii tendon.
The preparation and attachment of the sensors were
also described in detail in [3]. After these steps, the
verification of the correct placement of the two sen-
sors for the brachialis and two sensors for the biceps
brachii was done by isolating the muscles and com-
pare the resulting sEMG amplitudes visually. The
movement is performed at two speeds [0.5 Hz and
1 Hz] and with two different weights [2 kg and 4 kg].
The sequence of the four combinations is randomly
selected in advance for each subject. The age of the
13 subjects was 24.7± 2.6 years.

2.2. Biomechanics of Brachialis and Biceps
Brachii

The muscle origins and insertions have different dis-
tances to the centre of rotation. This results in dif-
ferent lever-arm courses over the elbow angle. Fur-
thermore, the possible force development of a skeletal
muscle depends on its length [4].Due to these proper-
ties, the brachialis and biceps brachii have different
possible force generation via the elbow angle [5].
The force vector generated by the muscle can point
more or less in the direction of a possible joint ro-
tation or in the direction of the joint, depending on
the position of the muscle in relation to the bone and
the joint.Both of these properties can lead to different
activation of muscles although their biomechanical di-
rection of action is in principle the same [6].

2.3. Training Pipeline and Strategies

The data was preprocessed in a the same way as in
[2]. The training strategies are also unchanged and
a detailed description can be found in the previous
paper. The first strategy for training is training at
the level of the individual experiment variations. The
performance of the virtual sensors is measured using
the mean absolute error (MAE) between predicted
and measured activation.
Contrary to the previous work, the regression from
the activation of the brachialis to the activation of
the biceps brachii is now learned. The second training
strategy is to exclude a subject from training and use
its data for the test.The baseline for both training
strategies is setting the output of the virtual sensor
to the input.

3. Results

The first training strategy results in no performance
increase compared to the baseline. The baseline
of the lateral brachialis (BRA) regressed from the
bicpes brachii (BIC) long head (LH) is lower than
the other three regression configurations.

The results for the second training strategy are
shown in Table 1. The regression with only one in-
put dimension performs similarly to the first training
strategie. If the input dimension is expanded, the
error decreases slightly. When introducing a non-
linearity through the activation function rectified lin-
ear unit, the error decreases further. The virtual sen-
sor for the lateral brachialis shows lower errors than
that for the medial brachalis sensor.

Table 1: The MAE (lower = better performance)
of the virtual sensor for the leave one
out strategy. For the two muscles [bicpes
brachii (BIC), brachialis (BRA)] with the
respective muscle heads [long head (LH),
short head (SH)] and sensor position [lat-
eral (LA), medial (ME)]

input: BIC SH BIC SH BIC LH BIC LH
output: BRA ME BRA LA BRA ME BRA LA

baseline 0.461 0.467 0.472 0.393

Train lin. 1d 0.436 0.453 0.426 0.374
Test lin. 1d 0.439 0.453 0.426 0.376

Train lin. 5d 0.412 0.413 0.409 0.354
Test lin. 5d 0.418 0.421 0.415 0.366

Train nlin. 5d 0.379 0.281 0.377 0.228
Test nlin. 5d 0.404 0.314 0.391 0.257

4. Discussion

The lower baseline for the virtual sensor of the
brachialis lateral with the biceps brachii long head
as input compared to the other three baselines could
be cases by the short distance on the arm. There-
fore, this could indicate a pickup of a biceps brachii
long head sEMG from the brachialis lateral sensor
(crosstalk).
The better performance by adding the nonlinearity fit
the biomechanical structure described in Section 2.2
These two hypotheses could potentially be verified by
using the virtual sensors as an input for a biomechan-
ical model as in [2] also suggested.
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Abstract
In our previous work [1], we have investigated dif-
ferent methods to compute the ideal placement of
pressure sensors in a smart shoe insole. There, we
used a linear model to predict the weight put on the
foot/leg. In this work, we investigate how using a
quadratic model instead changes the sensor place-
ment and improves prediction performance.

Keywords: Intelligent wearables, model indi-
vidualization

1. Introduction

Wearable sensors that aid in diagnosis and post-
surgery care are becoming more common. One exam-
ple is a shoe insole equipped with several pressure sen-
sors that can compute the weight put on the foot/leg
(e.g. while walking) and warn if it is overstrained.
In [1] we have investigated different methods for com-
puting an optimal positioning of the pressure sensors,
assuming a customized, linear postprocessing of the
sensor readings. In this work, we further investigate
how nonlinear postprocessing changes the results. In
contrast to a linear model, a nonlinear model allows
interactions between sensors. We especially focus on
whether the nonlinear model results in different sen-
sor positions, whether the predictions are more accu-
rate, and how the sensors contribute to the prediction
over the course of a stance phase.

2. Experiments

In this work we test the global optimization meth-
ods differential evolution [2] and simulated anneal-
ing [3] as methods for computing the optimal sensor
positioning, since these two methods performed best
in [1]. We keep the objective with customized, linear
postprocessing:

s∗1 = arg min
|s|1=n

(∑

p

min
wp

‖yp −Xs,pwp‖22

)

where s refers to the selected sensor placement, the
inner part of the objective constitutes an individual
linear least-squares problem mapping sensor values
Xs,p of person p at positions s to the individual
target, and the outer part minimizes the residuals,
summed over all persons, by adapting the sensor po-
sitions s. We now introduce a second objective by
replacing the linear model with a nonlinear model f
with learnable, per-person parameters wp:

s∗2 = arg min
|s|1=n

(∑

p

min
wp

‖yp − fwp (Xs,p) ‖22

)

Since we assume that the processing happens on
hardware with low computational power, we choose
f to be a quadratic polynomial, as it is fast to com-
pute. In contrast to [1], we neither use a constant
bias for the linear nor for the quadratic model be-
cause it seems counterintuitive that the model would
give a nonzero prediction with zero pressure sensor
readings. The data and other setup is the same as
in [1], including the crossvalidation scheme.

3. Results

Figure 1 and 2 show where sensors are placed often.
For three sensors (Fig. 1), there are only small dif-
ferences, namely that with the quadratic model, the
sensor cluster on the outer side of the foot is moved
up, to the area with higher pressure. For five sensors
(Fig. 2), we see that none are placed under the arch
of the foot when a quadratic model is used.

Figures 3 exemplifies how the different sensors
contribute to the prediction during one step/stance
phase. Note that for the quadratic model, some sec-
ond order components contribute negatively to the
prediction. Overall, the prediction of the quadratic
model seems to be better.

Median test scores are shown in table 1. It is visible
that the quadratic model leads to higher scores com-
pared to the linear model, such that the quadratic
model can achieve similar scores as the linear model

© Vieth. Licensed under CC BY 4.0.
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(a) Linear (b) Quadratic

Figure 1: Three sensors, differential evolution.

(a) Linear (b) Quadratic

Figure 2: Five sensors, simulated annealing.

with two to three fewer sensors. However for eight
sensors, the quadratic model gives no advantage over
the linear model.

4. Conclusion

Using a quadratic model for the prediction seems
promising, especially when looking at the test scores.
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Figure 3: Contributions of sensors during one
step/stance phase. Solid black line:
ground truth, dashed line: prediction.

Table 1: Median R2 test scores. n is the number of
sensors.

diff. evolution simulated annealing
n linear quadratic linear quadratic

3 0.933 0.966 0.934 0.966
5 0.966 0.985 0.969 0.984
8 0.987 0.986 0.987 0.986
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Abstract
Legged locomotion enables animals to navigate chal-
lenging terrains. However, it demands intricate co-
ordination between the legs, with varying levels of
information exchange depending on the task. For
instance, in more demanding scenarios such as an
insect climbing on a twig, greater coordination be-
tween the legs is necessary to achieve adaptive be-
havior. To address this challenge for legged robots,
we present a concept and preliminary results of a de-
centralized biologically inspired controller for a hexa-
pod robot: Based on insights of coordination in-
fluences between legs in stick insects, our approach
models inter-leg information flow as message passing
through a Graph Neural Network.

Keywords: Reinforcement Learning, Hexa-
pod, Decentralized Control

1. Introduction

Insects can traverse difficult terrain with ease while
coordinating their six legs in an efficient way. This
coordination manifests as a continuum of gaits that
allows insects to move efficiently at different veloci-
ties. Stick insects that walk slowly exhibit the tetra-
pod gait which transitions smoothly into the tripod
gait with increasing walking speed. Two main princi-
ples have been discovered in insect locomotion. First,
insect locomotion can be modeled by a set of local
rules or influences between legs [1, 2] visualized in
Figure 1(a). Here, local means that influences exist
only between immediately neighboring legs. Second,
the same rules hold for each leg. Both of those princi-
ples indicate a decentralized system, where the same
controller actuates every leg. This motivates an ex-
tension to the existing work [3, 4] that implements
such a decentralized controller for a quadruped and

a hexapod robot based on a reinforcement learning
(RL) multi-agent framework. This work assigns sep-
arate neural networks to the four legs and concludes
that information exchange between legs is required to
facilitate functioning coordination. Here we want to
go a step further by 1) using the exact same neural
network to control every leg, which aligns with the
second principle 2) utilize a graph neural network to
implement inter-leg coordination and 3) discuss how
to design a model that is transparent w.r.t. learned
coordination rules.

2. Methods

We now outline a simple bioinspired model which can
learn the tripod gait as found in many insects and
later discuss avenues to improve on interpretability
and to learn more diverse behaviors.

The controller is implemented as a graph neural
network (GNN) [5–7]. Together with an appropri-
ate graph structure it represents a local model where
leg control only depends on the leg’s own features,
as well as features of neighboring legs, i.e. the first-
order neighborhood. As shown in Figure 1(b), we
construct a graph G = (V,E), where the nodes V
correspond to the legs and the edges E correspond to
communication channels between edges (colored ar-
rows). This graph reflects the structure of the inter-
leg rules found in biological experiments on the stick
insect. Both nodes and edges are parameterized by
feature vectors. The node features xv ∈ R24 con-
sist of state information of the respective leg, as well
as state information of the torso. The edge features
eu,v ∈ R2 depend on the edge direction, specifically:
rostrally directed edge (blue) [1, 0], caudally directed
edge (orange) [−1, 0], contralateral edge (turquoise)

© Hermes, B. Hammer & M. Schilling. Licensed under CC BY 4.0.



(a) (b)

Figure 1: (a) Coordination rules that have been
found in stick insects, acting in the direc-
tions of the arrows. Figure adapted from
[3]. (b) Our decentralized controller in-
spired by the coordination rules on the left.
Yellow boxes represent nodes of the graph
and leg policy (π). Arrows show graph
structure utilized by the policies. Arrow
colors denote different edge features. The
robot body model shown as shaded schema
in the background.

[0, 1] and contralateral edge (green) [0,−1]. Note
that neither node, nor edge features contain identi-
fiers that uniquely identify them, thus the learned
model has to learn general state and message rep-
resentations for successful coordination. To ensure
that control of each leg only depends on first-degree
neighboring legs, the model is a single-layer GNN im-
plemented as

msgtu→v = φ
(
(xt

v − xt
u) ‖ eu,v

)
(1)

atv = θ

(
xt
v ‖

∑

u∈Nv

msgtu→v

)
, (2)

where φ and θ are trainable multilayer perceptrons
(MLPs), · ‖ · denotes vector concatenation and atv ∈
R3 denote the actions of leg v at time t. The policy is
trained via proximal policy optimization (PPO) [8] in
the actor-critic (A2C) flavor, where the ciritc uses the
same architecture as the actor, therefore it is also lo-
cal. The setting is posed as multi-agent reinforcement
learning, with every leg implemented as an individual
agent.

3. Results & Discussion

Figure 2 shows a preliminary result of our trained
policy. The observed behavior resembles a tripod
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Figure 2: Hip angles (blue curves) of each leg over
time shown for 5 seconds (100 simula-
tion steps). Shaded background indicates
that leg is in stance (dark) or swing mode
(light). Bottom shows the number of legs
in stance mode. The shown pattern corre-
sponds to a tripod gait.

gait, where the front-left (FL), middle-right (MR),
and hind-left (HL) legs move together while the other
legs move in the opposite phase. From our pre-
liminary experiments with different target velocities
(vtarget ∈ [0.1, 0.8]) we can report that the policy con-
verges consistently to this tripod behavior.

While this simple decentralized architecture repli-
cates biological observations it remains unclear to
what extend the rules found in the insect are being
implemented. We hypothesize that the messages be-
ing sent by the GNN contain much more information
than necessary to realize the simple rules discussed
above, which might have an adverse effect on learn-
ing more diverse walking gaits. Furthermore, rules
are only active at very distinct situations, e.g. when
the sending leg is currently in swing mode (c.f. rule
1 in [1]). Such mechanics are not explicitly built into
our model. Adding an attention mechanism as in
graph attention networks [9] to limit information ex-
change could yield a more interpretable model w.r.t.
rule learning and also foster learning.

4. Conclusion

We introduced the idea to learn leg coordination be-
havior exhibited by insects using graph neural net-
works. The preliminary results show the possibil-
ity to learn a stable tripod gait. In future work,
we will investigate 1) how we can make the model
more transparent with regards to the coordination
rules and 2) how to promote more disverse walking
behaviours with such a method.
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Abstract
This extended abstract outlines STREP, our
(S)ustainable and (T)rustworthy (REP)orting
framework. It communicates performance indica-
tors of systems that build on artificial intelligence
and thus makes them more trustworthy.

Keywords: Trustworthy AI, Sustainability,
Resource-awareness

1. Introduction

While artificial intelligence (AI) and machine learn-
ing (ML) are ubiquitous tools in various domains,
their trustworthiness is frequently called into ques-
tion [1]. One important factor for increasing trust in
AI systems resides in communicating novel techno-
logical advances and results to the users of such sys-
tems. Current ways of reporting the performance of
an AI system, however, often produce outcomes that
are hard to reproduce, lack information on the com-
puting setup and on the resource usage, and focus on
expert users instead of non-experts. To address these
issues, we recently proposed the STREP framework
as an important step towards more (S)ustainable and
(T)rustworthy (REP)orting [2].

This extended abstract and the associated poster
summarize the key points of STREP, such as cus-
tomizable reporting options, interactive controls, and
labels for more abstract communication. Our work
highlights the importance of resource efficiency, in-
teractivity, comprehensibility, usability, and repro-
ducibility in ML reporting. Through these efforts, we
advance the state-of-the-art in ML reporting by pro-
moting sustainability [3], trustworthiness, and user-
centric design. We also discuss STREP within the
broader context of the triangular research vision—a
joint consideration of data, knowledge, and context—
that we pursue at the Lamarr Institute.

2. Sustainable and Trustworthy
Reporting

Reporting the performance of a ML system requires
a thorough characterization of the corresponding ex-
periments and results. In STREP, schematically dis-
played in Figure 1, we denote an experimental evalu-
ation setup as a tuple (d, t,m), which corresponds to
solving a specific task t on given data d via some
method m. An example would be to classify (t)
a fixed number of ImageNet images (d) with Mo-
bileNetV2 (m) [4]. An evaluation of this kind results
in a trained model with specific properties p(d,t,e)

which describe the predictive quality (e.g., accuracy,
error) of the model and its resource demand (e.g.,
number of parameters, energy draw).

Unavoidably, these properties are subject to the ex-
ecution environment e, i.e., to the software and hard-
ware that are used during the evaluation; therefore,
they are hard to compare across different execution
environments. STREP solves this issue via relative
index scaling, a mapping of all real-valued proper-
ties onto the unit scale to allow for straightforward
comparisons and aggregations.

Since a user might not find all properties of a
model to be equally relevant, ML reporting has to
offer an interactive investigation of the underlying re-
sults. STREP allows uses to control the importance
of method properties for their overall performance as-
sessment, hence enhancing user engagement and sup-
porting the understanding of the reported results. To
benefit also non-expert audiences, STREP supports
the generation of high-level ML labels [5] that can
inform users in a more abstract and more easily com-
prehensible way.

We have used STREP to gain insights into exist-
ing benchmarks and open databases from various do-
mains. Our experiments showcase how dramatically

© Fischer & M. Bunse. Licensed under CC BY 4.0.
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Figure 1: The proposed framework for sustainable and trustworthy reporting, originally presented in [2]

under-reported resource usage is in public databases
like Papers With Code. At the same time, our exper-
iments demonstrate how well a thorough reporting
on resource demand can improve the understanding
of model performance.

3. Trustworthy and Resource-Aware
AI at the Lamarr Institute

STREP is a prime example of the research vision
that we pursue at the Lamarr Institute for Machine
Learning and Artificial Intelligence. We believe that
AI systems need to be designed and implemented
along three dimensions: data, knowledge, and con-
text. This understanding can also be seen in STREP
- when reporting on empirical performance measure-
ments (data), the context of the experiments (e.g.,
execution environment) as well as the knowledge of
the target audience need to be specifically considered.

In addition to the systematic reporting of AI per-
formance, our institute also investigates trustwor-
thy AI in terms of interpretability, explainability,
and ethics, as well as resource-aware AI. We address
these topics in diverse application fields and interdis-
ciplinary research areas.
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Abstract
In this work, we address the trial-and-error nature
of modern reinforcement learning (RL) methods by
investigating approaches inspired by human cogni-
tion. By enhancing state representations and ad-
vancing causal reasoning and planning, we aim to
improve RL performance, robustness, and explain-
ability. Through diverse examples, we showcase the
potential of these approaches to improve RL agents.

Keywords: Reinforcement learning, represen-
tation learning, reasoning

1. Introduction

In reinforcement learning (RL), an agent learns to act
in an environment to achieve some goal. RL problems
are framed as Markov decision processes (MDPs), de-
fined by states (S), actions (A), transition probabil-
ities (P), and rewards (R).

RL algorithms solve RL tasks by learning a map-
ping S 7→ A, i.e. finding suitable actions for states, to
maximize accumulated rewards. They can be model-
free (e.g. [1–4]) or model-based (e.g. [5, 6]). In model-
free algorithms, the agent balances exploration and
exploitation while trying actions to learn a value func-
tion for state-action pairs, which is then used to sam-
ple actions. Model-based RL learns an internal model
of the environment, which is used by the agent as a
simulator for planning. Such environment models are
usually forward models, i.e. they provide agents with
the basic reasoning capacity of rolling out hypotheti-
cal actions. Model-based RL has the advantage that
agents require less actual real-world experience and
the disadvantage that they require a reliable model
of the environment.

Both kinds of methods rely on trial and error by
the agent. Agents use black-box neural networks
to map raw inputs, e.g. images, to state-action val-
ues without any sophisticated understanding of state
information. Networks are trained directly on the
RL task of optimising return, without incentives to
learn representations that could help reasoning about
the environment and its dynamics. Furthermore, the
state-action pairs are considered independent and not
treated as part of targeted action sequences.

Humans, on the other hand, process abstract rep-
resentations of information, can contextualize infor-
mation and reason causally about steps required to
reach a goal. In this work, we aim to bridge this gap
by showing how cognition-inspired methods can im-
prove performance, sometimes even make tasks pos-
sible in the first place, and benefit robustness and
explainability.

2. State Representations

We showcase the benefits of appropriate represen-
tations with two examples. First, we demonstrate
the use of representing location and heading in visual
navigation as in Lange et al. [7]. In particular, we use
three representation learning methods with a PPO
agent [2]: (i) Slow feature analysis (SFA) [8], which
is able to extract location and heading from visual
input, (ii) principle component analysis (PCA), able
to extract heading but not location and (iii) convolu-
tional neural networks (CNNs), the go-to approach in
this context, trained on the RL task jointly with the
agent. CNNs do not encode either location or head-
ing. Figure 1 shows how SFA outperforms the other
representations. For more details, see Lange et al. [7].

© Lange, R.C. Engelhardt, W. Konen & L. Wiskott. Licensed under CC BY 4.0.
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Figure 1: Performance of SFA, PCA and two CNN
representations on a star maze task with fixed (left) or
random (right) goal position. The images on the right
show the agent’s observation (top) and top view of
the maze (bottom; triangle: agent, cube: goal). Image
modified from [7].

Figure 2: Performance of the TD3 algorithm with
fsp, fsdp and rwp representations (see Section 2) on
various environments. Image modified from [9].

Figure 2 goes beyond visual navigation. It com-
pares different auxiliary tasks (additional tasks other
than reward maximization) for representation learn-
ing, in various non-visual environments. According
to our findings in Lange et al. [9], which are summa-
rized in Figure 2, forward state (difference) predic-
tion (fsp/fsdp) outperforms reward prediction (rwp)
and baseline RL representation learning without any
auxiliary task. This suggests that there is a benefit in
learning representations that are generally optimized
for modeling the dynamics of the environment.

Figure 3: Time evolution of different numbers of in-
teracting objects, all generated with the same trained
denoising diffusion model. This environment, Phyre,
is from Bakhtin et al. [15].

3. Reasoning and Planning

Models of the environment can be statistical or causal
[10]. The former is easier to learn, but the lat-
ter is more robust and generalizes better to out-of-
distribution situations [11]. Both benefit from rep-
resentations with high-level, causal variables. Such
representation learning methods already exist and
are used, for instance, in physical reasoning [12].
However, only recent gradient-based causal discov-
ery methods are efficient and scalable enough for RL.
Unfortunately, in ongoing work, we (and others [13])
found that some current approaches might fail due to
various natural effects in data distributions. Still, we
consider the field of gradient-based causal discovery
a promising direction for causal reasoning in RL.

Beyond causality, a smart planning algorithm
should be able to plan both forward from a state
and backward from a goal to incorporate both con-
straints. This is necessary to eliminate the need for
trial and error. Recently, Janner et al. [14] have made
an exciting step in this direction with denoising dif-
fusion models for invertible planning. We extended
their work with a model that can handle variable time
horizons and numbers of objects during inference, as
well as object interactions (see Figure 3). After rein-
troducing start and goal conditioning from [14], this
model will be useful not only for planning: An agent
can also use it to reason about past and future, to ex-
plore hypothetical options or to learn from mistakes.

4. Conclusion

We illustrated through different examples how in-
formative representations, as well as causal and in-
vertible reasoning have the potential to improve RL
agents that often rely on trial and error. Through
their alignment with human reasoning, our methods
can also provide robustness and explainability.
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Abstract
Convolutional Neural Networks (CNNs) are

widely adopted in industrial settings, but are prone
to biases and lack transparency. Explainable Artifi-
cial Intelligence (XAI), particularly through concept
extraction (CE), allows for global explanations and
bias detection, yet fails to offer corrective measures
for identified biases. To bridge this gap, we introduce
Concept Regularization (CoRe), which uses CE ca-
pabilities alongside human feedback to embed a reg-
ularization term during retraining. CoRe allows for
the adjustments in model sensitivities based on iden-
tified biases, aligning model prediction process with
expert human assessments. Our evaluations on a
modified metal casting dataset demonstrate CoRe’s
efficacy in bias mitigation, highlighting its potential
to refine models in practical applications.

Keywords: Explainable Artificial Intelligence,
Concept Extraction, Concept Learning

1. Introduction

Convolutional Neural Networks (CNNs) are exten-
sively used in industrial applications, yet they are
opaque and prone to biases and shortcut learning.
Explainable Artificial Intelligence (XAI), particularly
through concept extraction (CE), offers tools to dis-
sect these models, explain their prediction processes,
and detect biases. However, a significant gap re-
mains: CE methods can tell us if a model’s predic-
tions are based on the wrong reasons, but offer no
solutions for correcting these errors.

XAI research offers two recourse paths: integrat-
ing local explanations with intensive human feedback
into training loss [1], and ante-hoc techniques like
concept bottleneck networks that also require specific
architectures [2]. These methods are either labor-
intensive or unsuitable for already trained models,
with no recourse mechanisms for CE methods [3–5].

To address these limitations, we introduce the
method CoRe (Concept Regularization), which uses
the concept localization capabilities of ECLAD [4]

combined with human feedback to integrate a regu-
larization term in the retraining process of a model.
This approach utilizes concept masks from ECLAD
[4] to identify and penalize model sensitivities in un-
desired areas, using a single human feedback input to
influence model behavior across the entire dataset.

This abstract works on preliminary results towards
a concept-based alignment method. In particular, we
introduce the method CoRe, extending CE to provide
recourse in bias mitigation. We explore the feasibility
of our approach through experiments on a modified
metal casting dataset, showing significant mitigation
of biases.

2. Concept Regularization (CoRe)

We introduce Concept Regularization (CoRe) as
shown in Figure 1, an extension of concept-based ex-
planation methods designed to improve model align-
ment with human feedback. CoRe is a teacher-
student framework, which uses the frozen original
model (f) as the teacher to guide the training of a new
or adjusted model (f ′). Initially, the teacher model
is analyzed using ECLAD [4] to extract a set of con-
cepts (C), which are then presented to users to gather
feedback, forming a modified set of concepts (Ch)
containing only the concepts to adjust and their im-
portance scores (Ihcj ). This feedback serves to identify
and localize undesired biases, allowing the regulariza-
tion of the sensitivity of the model in these locations
during the retraining of the student model.Finally,
the student model is re-evaluated to measure im-
provements in alignment against the teacher, employ-
ing a novel Importance Alignment Score (IAS).

In the retraining phase, we penalize the gradient
of the model in the regions containing the undesired
concepts, using the term below:

LCoRe(xi, yi, f
′, Ch) =

∑

cj∈Ch

‖∇xg(f ′(xi))�mcj
xi‖2

‖mcj
xi‖2

,

(1)
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Figure 1: Concept Regularization (CoRe). CoRe starts with the Concept Extraction from the model f
using ECLAD, followed by human feedback on these concepts to identify biases, and alignment
assessment (steps 1-3). The model is then retrained to align with this feedback, and improvements
are measured using the Importance Alignment Score (IAS) and its change ∆IAS (steps 4-8).

where m
cj
xi is the concept mask of the input xi

and concept cj computed with the teacher model f ,
∇xg(f ′(xi)) is the gradient of the wrapped student
model f ′ with respect to the input x, and g is the
wrapping function g(y) = ‖y · 1> − 1 · y>‖2 intro-
duced in [5].

The IAS quantifies discrepancies between the
model’s sensitivity to concepts Icj and the human-
assigned importance ratings Ihcj :

IAS =
1

nc

∑

cj∈Ch

∣∣∣Icj − Ihcj
∣∣∣ , (2)

where Icj represents the importance score assigned
by the model for concept cj , and Ihcj is the human-
assigned importance score for that concept.

This method enables both the retraining of existing
models and the use of a teacher model to guide the
training of new models with different architectures,
learning from the teacher’s mistakes.

3. Preliminary Results

We validate the Concept Regularization (CoRe)
method using a synthetic dataset and a modified
metal casting dataset, presenting results primarily
from the latter. The metal casting dataset was al-
tered to include a red mark (bias) alongside desired
classification features (pinholes). For our evaluation,

we employed a DenseNet121 model, trained to con-
vergence on this dataset. After model explanation
and inspection, two concepts were identified as bi-
ases: the red mark and its surrounding halo. We
then applied CoRe in three settings: retraining us-
ing the teacher’s architecture and weights, fine-tuning
the classification head only, and training a new model
from scratch. We tested various learning rates and
scaling factor of regularization loss λCoRe, presenting
the best results below. We evaluated the reduction
of biases and the change in IAS, with results detailed
in Table 1 and the example in Figure 1.

Case cpinholes cmark chalo ∆ IAS
Teacher 0.81 0.44 1.00 -

Retraining 1.00 0.10 0.00 0.67
Fine-tuning 1.00 0.04 0.00 0.7
New model 1.00 0.12 0.51 0.40

Table 1: Importance scores and importance improve-
ment (∆ IAS) after applying CoRe.

Our findings indicate that CoRe significantly min-
imized the model’s reliance on the biases (mark and
halo), redirecting focus towards the genuine defect
characteristics (pinholes). This improvement was
seen across the three settings, showing CoRe’s ver-
satility, and its effectiveness in addressing biases in
industrial datasets.
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Abstract

Incorporating constraints expressed as logical formu-
las and based on foundational prior knowledge into
deep learning models can provide formal guarantees
for the fulfillment of critical model properties, im-
prove model performance, and ensure that relevant
structures can be inferred from less data. We pro-
pose to thoroughly explore such logical constraints
over input-output relations in the context of deep
learning-based anomaly detection, specifically by ex-
tending the capabilities of the MultiplexNet frame-
work.

Keywords: Anomaly Detection, Logical Con-
straints, Formal Guarantees

Deep neural networks have established themselves
as the state-of-the-art in numerous applications, ex-
celling in areas such as image recognition [1] and var-
ious natural language processing tasks [2], often even
surpassing human expert performance. Motivated by
their impressive success, (deep) neural networks have
also been increasingly used for anomaly detection in
recent years [3]. Anomaly detection describes the
task of identifying patterns in data that diverge sig-
nificantly from the expected behavior [4] and plays
an important role in many application domains like
cyber security, medicine, and autonomous (chemical)
plants, to name but a few [5].

∗ These authors contributed equally

Unsupervised approaches to anomaly detection
rely on unlabeled data, presumed to consist of nor-
mal samples with at most minor contamination by
anomalies. Based on this, the objective of the neural
network is to derive an inherent structure of normal-
ity - essentially defining what is expected behavior
for unseen data. While this setting is widely used, re-
cent work demonstrate that incorporating even small
amounts of prior knowledge can significantly enhance
anomaly detection performance [6, 7]. In the semi-
supervised setting, this is achieved by providing just
a few labeled samples to guide the model. However,
this does not reliably solve a more general problem
introduced by the use of deep neural networks.

Despite their overall outstanding performance,
deep learning-based solutions are often brittle and
prone to errors [8]. Even minor modifications to
an input, such as noise or adversarial perturbations,
can lead to significant behavioral changes and, con-
sequently, alter the output of a neural network. This
lack of so-called adversarial robustness [9] can be a
severe problem when neural networks are employed
in safety-critical applications where erroneous assess-
ments could lead to substantial financial losses, envi-
ronmental damage or even harm a human life. There-
fore, it is essential to ensure that these models work
safely and reliable before deploying them.

In recent years, a portfolio of formal verification
methods has emerged to provide guarantees on the
decision making of neural networks [10–12]. Given a
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neural network and a (safety-critical) property, they
mathematically prove or disprove that the network
fulfills the desired property. However, these veri-
fication techniques usually require a network to al-
ready be trained and provide no mechanism for fix-
ing or learning models. Tailored toward counteract-
ing the lack of adversarial robustness, a wide va-
riety of techniques for training more robust mod-
els have been proposed. Most of these techniques
rely on either enhancing the training data by inject-
ing specific data augmentations [13] or on adding
verification-inspired regularization terms to the loss
function [14]. As these approaches can only provide
empirical guarantees, more sophisticated techniques
integrate logical constraints into the architecture of
neural networks [15]. Ensuring the compliance of
these constraints provides provable guarantees on the
behaviour of the networks. While most of this re-
search focuses on feed-forward networks trained in a
supervised learning setting, there is a lack of methods
for neural networks used in anomaly detection.

We aim to overcome this gap by directly integrating
logical constraints as a means to encode prior knowl-
edge into deep learning-based anomaly detection. In
addition to provably guarantee compliance with pre-
defined model decision-making requirements [16], log-
ical constraints can enhance performance [17] and re-
duce the dependency on large amounts of (labelled)
data [14], both of which naturally benefit the inher-
ent complexity of anomaly detection on complex real
world data.

MultiplexNet [16] is a method that implements log-
ical constraints on model outputs, encoding them
as quantifier-free linear arithmetic formulas in dis-
junctive normal form (DNF). Provided that the out-
put domain adheres to previously known restrictions,
these constraints are provably guaranteed. The aug-
mented output layer of the neural network applies a
separate transformation for each term in the DNF
ensuring their respective satisfaction, thereby pro-
ducing equally many constrained outputs. Conse-
quently, each constrained output satisfies the over-
arching DNF. Similar to the functionality of a multi-
plexor in logical circuits, a latent categorical variable
is optimized to select the transformation for a given
input.

For a proof-of-concept, we will first apply an
adapted version of MultiplexNet to a simplified vari-
ant of a complex, real-world tabular dataset to con-
duct anomaly detection. This dataset comprises sur-
vey results in which participants were asked to accept

or reject recommendations for the approval of bene-
fit subsidies to unemployed job-seekers. These job-
seeker profiles were synthetically generated for the
survey and characterized by a combination of various
features like work experience, communication skills
or county of origin, while the recommended decisions
were biased with respect to a subset of these features.
The objective of the anomaly detection task is to
identify anomalies in the sense of unexpected partic-
ipant reactions to specific model decisions presented
to them.

In general, the MultiplexNet architecture supports
encoding any property which can be specified in the
first-order fragment of quantifier-free linear real arith-
metic as logical constraints over the model outputs.
We propose to extend this architecture to input-
output relationships, which may define some basic
patterns of (a)normal behavior as a way of provably
robust incorporation of prior knowledge directly into
the learning process. During our preliminary experi-
mental setup we will start by providing a set of log-
ical constraints which function as a sanity check for
the anomaly detector and guide it towards expect-
ing some principles of rationality. For instance, we
include a constraint which enforces that our model
expects a high acceptance rate whenever a good job-
seeker candidate (i.e. someone with a high average
score on positive features like communication skills)
has been recommend to be granted a benefit.

As further course of our research, we aim to eval-
uate this approach with an extended variant of the
aforementioned survey dataset as well as chemical
process data, employing more sophisticated logical
constraint setups in the process. Additionally, we
plan to explore alternative methods for incorporating
logical constraints into deep learning-based anomaly
detection that still guarantee to uphold predefined
model properties based on expert knowledge.
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Abstract
In recent years, the utilization of synthetic data for
the training of Deep Learning (DL) approaches has
emerged as a valid alternative to the costly process of
real data acquisition. Yet, the influence of the sim-
to-real gap on the model performance still poses an
obstacle to the broader usage of synthetic data. To
investigate the major contributing factors, this study
focuses on the influence of texture variation as a first
step. Examining different strategies for generating
synthetic validation sets for the training process of
an object detector, the results of this study indicate
that the sole influence of textures is insufficient to
cause the observable performance gap alone.

Keywords: synthetic data, object detection,
textures

1. Introduction

Although increasingly employed for the training of
Deep Learning (DL) models, the broad utilization
of synthetic data is still impeded by the sim-to-real
gap, appearing as a performance gap of syntheti-
cally trained DL models when evaluated on real data.
While strategies to reduce the impact of the sim-to-
real gap are available, the potential benefit in terms of
improved performance is usually reported for a dedi-
cated test set. Following best practice, the DL model
used for such an evaluation is thereby chosen based on
the performance on a separate validation set, moni-
tored during the training process. However, if the
validation set has been generated synthetically fol-
lowing the same strategy as for the training set, this
choice might be misleading. The authors hypothe-
size that for such cases, the sim-to-real gap affects
the performance already during the training process
since the optimal model for the synthetic validation
set might not be well suited for real data.

The study presented in this work focuses on the
influence of texture variation on the performance of
DL models as one potential critical factor. Taking the
detection of a custom-designed object as a typical use
case, the validation set performance of an exemplary
DL model is evaluated over its training process on
different validation sets. In particular, three different
strategies for the generation of synthetic validation
sets are examined, comparing their performance with
a baseline approach and the performance on a small
dataset of real images.

2. Related Work

In general, there are several ways to generate syn-
thetic data, such as crop-out-based, 3D-modelling-
based, or game-engine-based approaches [1]. The
main challenge for all these approaches constitutes
the sim-to-real gap [1–3]. Typically, domain adapta-
tion or domain randomization strategies are applied
to minimize its influence [1, 4]. Domain adaptation
focuses on the generation of photorealistic images [5],
creating a realistic scene of the target environment
with e.g. physics-based rendering (PBR) [4]. The do-
main randomization approach pursues the opposite
strategy, randomizing the simulated scene strongly
to achieve a better generalization of the trained DL
models directly [1]. In [6], the authors propose a
framework for an end-to-end realization of DL mod-
els based on task-specific synthetic data generation.
To reduce the impact of the sim-to-real gap as much
as possible without requiring substantial manual de-
sign effort, the proposed framework utilizes a PBR-
based domain randomization approach, varying mul-
tiple simulation parameters, such as object position,
lighting, and (object) textures [6]. For the latter, the
publicly available CC texture dataset is used [6].

© Moriz, D. Wolfschläger & R.H. Schmitt. Licensed under CC BY 4.0.



Figure 1: Examples from the considered validation
sets: 1) CC textures, 2) realistic textures,
3) MS COCO textures, and R) real images.

3. Methodology

In this study, 6000 synthetic images have been gen-
erated utilizing the framework proposed in [6], split
into 5000 images for the training- and 1000 images
for the validation set. The chosen object detection
model (RetinaNet, [7]) is trained for 100 epochs, stor-
ing the current model state as a checkpoint every five
epochs. Afterward, the performance of the check-
points is evaluated as individual models by determin-
ing the mean Average Precision (mAP) for all consid-
ered datasets, mimicking the performance monitoring
during training for the investigated datasets.

To examine the influence of texture variation, three
synthetic datasets have been generated as potential
validation sets, each following a different strategy.
Figure 1 visualizes an example from each dataset (sets
1 to 3) in addition to a real image (R-set). The first
(1) dataset exhibits similar textures as the original
synthetic validation set, utilizing two different, dis-
joint subsets of the CC textures for the generation
of both datasets. The second (2) dataset features
realistic textures, extracted from a real image, such
as visualized in Figure 1, for the background and the
object, respectively. The last investigated dataset (3)
utilizes a small subset of plain MS COCO images [8],
used randomly as textures for both the background
and the object as displayed in Figure 1.

4. Results and Discussion

Figure 2 shows the performance of the individual
checkpoints (models) for the different datasets. As
assumed in Section 1, the performance of the real

Figure 2: Performance of the individual model check-
points for different validation sets.

dataset (blue) exhibits a different behavior during the
training process than the synthetic validation set (vi-
olet), showing distinct, not corresponding local min-
ima and maxima. Considering the performance of the
first synthetic dataset (1, yellow), no major difference
to the validation set performance can be observed,
indicating a good generalization capability to similar
textures. Surprisingly, the performance of the sec-
ond dataset (2, green) is also in agreement with the
validation set, showing thus no benefit compared to
the usage of the regular validation set (CC textures).
Finally, the performance of the third dataset (3, red)
deviates more strongly from the performance of the
regular validation set. Showing on average a lower
detection performance, it also features minima and
maxima, which do not correspond with the valida-
tion set or the real dataset. The authors presume that
this behavior might be linked to the resulting com-
plexity of the considered textures, exhibiting patterns
and artifacts, such as the zebra pattern observable in
Figure 1, that are not present in the training set.

5. Conclusion and Outlook

The results of this study indicate that the sim-to-
real gap, observable as the performance difference
between the synthetic validation set and the real
dataset, cannot be explained by the variation of tex-
ture properties alone. Future work will examine the
presented results with a focus on other factors of in-
fluence such as object size or illumination in more
detail. Also, additional use cases will be evaluated to
support the observed findings.
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Abstract
In recent years, deep neural networks have shown
excellent performance, outperforming even human
experts in various tasks. However, their inherent
complexity and black-box nature often make it hard,
if not impossible, to understand the decisions made
by these models, hindering their practical applica-
tion in high-stakes scenarios. We propose a frame-
work for learning LTL formulas as inherently inter-
pretable machine learning models. These models can
be trained both in a supervised and unsupervised
setting. Furthermore, they can easily be extended to
handle noisy data and to incorporate expert knowl-
edge.

Keywords: Explainable AI, Learning of logic
formulas, Linear Temporal Logic

In the last years, Artificial Intelligence (AI) has re-
ceived tremendous attention and is nowadays used
in a wide variety of application domains including
medicine, law enforcement, autonomous systems, and
natural language processing, to name but a few. In
most cases, these AI systems are based on deep neu-
ral networks with hundreds of layers and billions of
parameters. Trained on large amounts of training
data, these models have shown excellent performance,
outperforming even human experts in various tasks.
However, their inherent complexity and black-box na-
ture often make it hard, if not impossible, to under-
stand the decisions made by a neural network. This
is especially problematic in high-stakes application
and often a severe obstacle to employing AI systems
in practice. Consider, for instance, a medical system
assisting doctors with diagnosing patients. If the sys-
tem diagnoses a specific disease, it is imperative to
understand the reason to ensure correct treatment is
prescribed.

To overcome this drawback of intransparent
decision-making, the field of explainable artificial in-

telligence (XAI) has evolved in recent years. Instead
of just computing the decision of a neural network,
XAI methods also provide a human-readable expla-
nation of how the network concluded this decision
(see [1] for a more detailed introduction). Broadly
speaking, these methods can be separated into post
hoc explanations and inherently interpretable mod-
els. Post hoc explanations do not interfere with the
architecture or training of a neural network but aim
at inferring an explanation by analyzing its decision-
making post hoc. State-of-the-art methods include
using game-theoretic Shapley values as a measure
for feature importance (SHAP [2]), the use of surro-
gate models for local explanations (LIME [3]), and
the visualization of feature importance using heat
maps (Grad-CAM [4]), to name but a few. In-
stead of training a complex neural network, the sec-
ond paradigm opts for training simpler models such
as decision trees, decision rules, or linear regres-
sion. Even though these models are inherently inter-
pretable, they may lack the ability to generalize well
from the training data leading to worse overall perfor-
mance. Nevertheless, multiple papers have recently
introduced deterministic finite automata (DFAs) as
capable (i.e., on par with state-of-the-art LSTM mod-
els) yet interpretable models for sequence classifica-
tion [5, 6] and anomaly detection [7].

In this paper, we follow the second paradigm and
introduce a framework for learning formulas in Linear
Temporal Logic (LTL) [8] as interpretable machine
learning models for time series data. This specific
choice of model is motivated by the following obser-
vations: first, a description of the observed, temporal
behavior can often be captured in a concise logical
formula; second, there is a straightforward way to
translate an LTL formula to natural language, mak-
ing it easy for experts and lay people to comprehend;
and third, many engineers are familiar with Linear

© Lutz & D. Neider. Licensed under CC BY 4.0.
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Temporal Logic, being the de facto standard for spec-
ifying temporal properties. We consider two different
learning setups, one supervised and one unsupervised
learning scenario. Furthermore, we will discuss pos-
sible extensions to handle noisy data and to insert
domain and expert knowledge.

In the first, supervised setup, we are given a finite
set S of sequences together with their corresponding
class labels. Then the task is to learn an LTL-based
classifier that predicts the class label of yet unseen
data. Toward this goal, we construct a set of min-
imal LTL formulas, each characterizing one of the
possible output classes (thus functioning as a one-vs-
rest classifier). Here, minimality refers to a minimal
number of subformulas which we use to ensure high
interpretability in the sense of Occam’s razor (i.e.,
smaller formulas are generally easier to understand
than larger ones [6, 9]). For each class, we construct
the corresponding formula by splitting the set S in
a one-vs-rest manner. Then, we use the algorithm
proposed by Neider and Gavran [10] to infer an LTL
formula from this data. In order to classify a se-
quence, we query each LTL formula in our set, giving
us a distribution over the decisions of the one-vs-rest
classifiers. Then we adopt the approximate Bayesian
method of Shvo et al. [6] to infer a posterior probabil-
ity distribution over the true class label and conclude
a prediction.

For the second setup, we consider the task of
anomaly detection, i.e. identifying patterns in data
that do not conform to expected behavior [11]. As
anomaly detection often plays a major role in safety-
critical applications such as medical diagnosis or au-
tonomous control, collecting anomalous data can of-
ten be dangerous and labeled data is scarce. There-
fore, anomaly detection methods are often trained
in an unsupervised setting where the labels of the
data are a priori not known but assumed to be nor-
mal. The objective of the anomaly detection method
is then to learn the underlying concept of normality
in the data. Whenever unseen data diverges from
this concept of normality, it will be considered an
anomaly. In addition to the data, these anomaly de-
tection methods usually also require further auxiliary
information or fine-tuned hyper-parameters to pre-
vent them from producing a degenerate solution (i.e.,
one that classifies all or no data as anomalies). When
adopting the above concept of anomaly detection in
our second, unsupervised learning scenario we rely
on the approach proposed by Roy et al. [12]. Given
a set S of unlabeled sequences and a size bound n,

their algorithm produces an LTL formula of size n
which is language minimal with respect to S, i.e., it
accepts all sequences in S and no formula of the same
size accepts fewer sequences (outside of S). Here, the
size n functions as an additional parameter regulating
the trade-off between interpretability and capability
to generalize. We can use an LTL formula learned by
this algorithm to capture normality in the given data
and thus to detect anomalies.

In both setups, the proposed algorithms incorpo-
rate the learning task as a constraint-solving problem.
This allows them to utilize the advances and years
of engineering work of modern SAT-solver. Further-
more, it provides a rich framework for further opti-
mization and extension of the learning algorithm.

Similar to neural networks, both learning frame-
works are susceptible to noisy data. While in the
second setup, this may cause drastically worse per-
formance, it can even render the learning task un-
solvable in the first setup (if two inputs are the same
but have different labels). One way of mitigating the
effect of noise could be the incorporation of the ideas
of Gaglione et al. [13] who propose a framework for
learning LTL formulas from noisy data.

A second benefit of the learning framework is that
it allows for easy incorporation of domain or expert
knowledge. Lutz et al. [14] proposed a framework
where expert knowledge in the form of a so-called
sketch (i.e., a partial LTL formula) can be provided
to the learning process. The learning algorithm then
completes the sketch based on the given data. Com-
bining this framework with the proposed learning
frameworks allows utilizing expert knowledge to im-
prove the quality of the learned LTL formulas and
also speed up the learning process.

In conclusion, we introduced a framework for learn-
ing LTL formulas as inherently interpretable machine
learning models both in a supervised and unsuper-
vised setting. Furthermore, we presented two exten-
sions of the learning framework, allowing the miti-
gation of noisy data and the incorporation of expert
knowledge.
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[13] Jean-Raphaël Gaglione, Daniel Neider, Rajarshi
Roy, Ufuk Topcu, and Zhe Xu. Learning lin-
ear temporal properties from noisy data: A
maxsat-based approach. In Automated Technol-
ogy for Verification and Analysis: 19th Inter-
national Symposium, ATVA 2021, Gold Coast,
QLD, Australia, October 18–22, 2021, Proceed-
ings 19, pages 74–90. Springer, 2021.

[14] Simon Lutz, Daniel Neider, and Rajarshi Roy.
Specification sketching for linear temporal logic.
In International Symposium on Automated Tech-
nology for Verification and Analysis, pages 26–
48. Springer, 2023.

74



Proceedings of the DataNinja sAIOnARA 2024 Conference 75-77 DOI: 10.11576/dataninja-1177

Distributive Justice of Resource Allocation Through Artificial
Intelligence

Paul Hellwig paul.hellwig@uni-bielefeld.de
Bielefeld University,Germany

Sophia Mann ao-psychologie@uni-bielefeld.de
Bielefeld University,Germany

Günter W. Maier ao-psychologie@uni-bielefeld.de

Bielefeld University,Germany

Abstract
Artificial intelligence will take over leadership func-
tions such as rewarding employee performance. It
will therefore make decisions about employee out-
comes and most likely allocate different resources
to employees. Resource Theory of Social Exchange
distinguishes six resource classes. The theory pos-
tulates that the value of some resources depend on
the identity of the provider of the resource and on
the relationship with the provider. This raises the
question of whether certain resources, such as the
resource affiliation, have a value when they are al-
located by artificial intelligence. This contribution
calls for studies that investigate the value of different
resources allocated by artificial intelligence in lead-
ership functions.

Keywords: distributive justice, artificial intel-
ligence, Resource Theory of Social Exchange

1. Background

Current research discusses that artificial intelligence
(AI) will take over leadership functions and will man-
age human employees [1, 2]. One important leader-
ship task is motivating personnel resources, which in-
cludes rewarding employees for their performance [1].
This means that AI will make decisions about out-
comes employees receive for their work as rewards.

Research shows that in decision-making, the per-
ceived appropriateness of outcomes is important to
people affected by the decision [3]. According to
the literature, the outcome of a decision is perceived
as appropriate if it reflects specific allocation prin-
ciples, e.g. equity rule (the outcome reflects the ef-
fort someone has put into their work and is perceived
as appropriate for the completed work) or equality
rule (everyone gets the same) [4, 5]. Meta-analyses

[3, 6] show that the appropriateness of outcomes, re-
ferred to as distributive justice, is related to impor-
tant work-related variables such as trust in the su-
pervisor, employees’ affective states and task perfor-
mance.

While there has been a major focus on how out-
comes have to be distributed to be appropriate, there
has been too little focus on what is distributed. Re-
source Theory of Social Exchange [7] can be used to
focus on what is distributed. This theory describes
six resource classes that can be exchanged by two par-
ties. The theory differentiates the following resource
classes: status, affiliation (also referred to as love by
[7]), services, information, money, and goods [7, 8].
Status is defined as an evaluative judgment that con-
veys prestige, regard, or esteem [7]. Affiliation is an
expression of affectionate regard, warmth, or com-
fort [7, 8]. Services describes activities that affect the
body or belongings of another person [7]. Informa-
tion is advice, opinions or, instruction [7]. Money is
any coin, currency, or token [7]. Goods are tangible
products, objects, or materials [7]. The theory postu-
lates that the value of status, affiliation, and services
is influenced by the identity of the provider and the
relationship with the provider, which is called par-
ticularism [9]. This is not postulated for the value
of information, money or goods. According to the
theory affiliation and money are maximally distinct
in terms of particularism. This means that the value
of affiliation depends heavily on the identity of the
provider, while the value of money does not [9]. An
example of affiliation allocated by a manager is an ex-
pression of congratulation for personal achievements
[8]. An example for money provided by a manager is
overtime compensation [8].

© Hellwig, S. Mann & G.W. Maier. Licensed under CC BY 4.0.
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A very important employee behaviour is that em-
ployees exert great efforts to achieve good work per-
formance. A crucial question is therefore how man-
agers reward those efforts and the performance of
their employees. We want to investigate distributive
justice perceptions in reward allocation, where em-
ployees receive different resources from their manager
for their efforts and performance.

AI as a new leadership entity poses the question
whether the resources that depend on the identity
of the provider have the same value for AI as for a
human manager. This could be particularly crucial
for the resource affiliation because employees who re-
ceive affiliation from an AI may question whether the
AI understands the value of affiliation. Therefore, we
also want to investigate whether the value of some re-
sources is lower for AI as the resource provider. We
will begin our investigation by comparing the reac-
tions to affiliation and money, two resources that dif-
fer most in their dependence on the one who provides
them.

2. Planned study

To test distributive justice perceptions in a reward
allocation scenario, we propose the following experi-
mental vignette study. In the study, participants will
read the description of a situation in which they re-
ceive either less money or less affiliation (independent
variable 1: resource) than a colleague who has shown
less work effort than them. In the described sce-
nario, the value of the resources would be indicated
by which resource causes stronger negative reactions.
According to the equity rule and the equality rule, the
outcomes described in the vignettes are unfair, but it
is not clear whether receiving less money or less affili-
ation results in lower distributive justice perceptions.
Affiliation/money will furthermore be distributed by
an AI/a human manager (independent variable 2: re-
source provider). This allows us to test whether the
value of the resources depends on the identity of the
provider. In the scenario in the vignettes, we expect
lower distributive justice perceptions, when affiliation
is allocated by a human manager than by an AI. We
will measure distributive justice perceptions, negative
affect and future work effort of participants as the de-
pendent variables. Furthermore, we will ask partici-
pants whether they think that a human manager/an
AI understands the value of affiliation/money.

3. Outlook

The next step is to conduct the study. The results
will have implications for research on the perception
of distributive justice in automated decision-making,
as the vignette study considers the impact of differ-
ent resources and the interaction effect of resource
and resource provider. This is something that, to
our knowledge, has not yet been investigated in re-
search on automated decision-making. Previous stud-
ies have only compared the reactions to human and
automated decision-making or the effect of different
allocation principles in automated decision-making
(see [10] for a review). Furthermore, our study in-
troduces the Resource Theory of Social Exchange
into the context of automated decision-making, which
could inspire future studies to investigate the alloca-
tion of different resources by AI.
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Abstract
Concept Extraction (CE) methods are being in-
creasingly used in the image domain for explaining
deep learning models, which are not inherently in-
terpretable. However, there have not been transfer
studies yet for their usage in the time series domain.
The purpose of this work is to explore the use of
CE methods in time series. We propose to modify
the ECLAD algorithm for this domain by changing
the latent space representation used to extract con-
cepts. This method is then tested on an Inception-
Time model trained on the Gunpoint dataset. Pre-
liminary results show that we can successfully ex-
tract concepts from time series models on datasets
with local features and provide conceptual explana-
tions that effectively explain how the model works.

Keywords: Explainable Artificial Intelligence,
Concept Extraction

1. Introduction

Over the last years, the field of explainability (XAI)
has emerged to explain what happens under the lid
of black box models. Particularly, Concept Extrac-
tion (CE) methods have been developed to produce
global explanations of models in the form of human-
understandable “concepts”. CE methods are partic-
ularly interesting because they provide a direct link
between the inner representations of the model and
human understandable visualizations.

While several CE methods are available for im-
age data [1–3], no CE methods have been developed
or transferred to time series. On time series, global
methods like (global) Grad-CAM [4] have been used.
However, they fail to provide global explanations be-
yond the aggregation of local ones.

In this work, we explore the use of CE methods in
time series. This is, if in the time series domain, CE
methods can extract patterns that are distinguish-
able from each other and the model is sensitive to.
These patterns may be related to meaningful features

Figure 1: Overview of ECLAD on time series

of the dataset. Specifically, we modify the CE method
ECLAD [1] by adapting the latent representations it
uses, in coherence to time series classification models.
We test the method using an InceptionTime model
trained on the Gunpoint dataset. Preliminary results
show that the adapted ECLAD provides meaningful
model explanations.

2. CE for Time Series

In this work, we use ECLAD as a basis for CE in time
series classification models. ECLAD is an algorithm
that provides explanations based on three key steps:
The encoding of the latent space of neural networks,
the mining of patterns and the assessment of how
relevant they are for the predictions of the model.
We modify the first and second steps to be compatible
with time series data, and explore which latent space
representations make sense in this domain.

In the first step, ECLAD uses the notion of Local
Aggregated Descriptors (LADs), which are de-
scriptors of how models encode a region at different
levels of abstraction. These are obtained by aggre-
gating the activation maps of multiple layers L of a
CNN model. In the case of time series data, the in-
puts of the model have the shape xi ∈ Rw×d, where

© Holzapfel, A.F. Posada-Moreno & S. Trimpe. Licensed under CC BY 4.0.
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w, and d are the length and channels of an input.
Since the latent representations of CNN based mod-
els inherit the dimensionality of the input vectors,
our proposed LADs are timestep-wise descriptors de-
noted as dxts

∈ Rw×1.
After extracting the LADS of several inputs, a set

Γ = {γc1 , . . . , γcnc
} of centroids γcj ∈ R1×c∗ defining

the concepts can be obtained by applying a mini-
batch k-means algorithm, where c∗ is the sum of
the number of units in the layers in L. The centroids
represent similarly encoded time subsequences. For
a human-understandable visualization, the concepts
cj can then be located in an input xi by creating a
mask m

cj
xts ∈ Rw×1 that analyzes the LAD dxi,(b)

at timestep b of the input, and assessing whether it
belongs to a cluster γcj .

For the last step of ECLAD, the importance
score of a concept is determined, which quantifies
the relevance of its related visual cues towards the
prediction of the analyzed model. The metric used
in [5] computes how sensitive a model is with respect
to the regions containing each concept. For this, said
metric computes the pixel-wise sensitivity r

cj
xi of the

regions of each image using a concept,

rcjxi
= ||∇xg(f(xi))�mcj

xi
||1, (1)

where � denotes the element-wise product between
matrices, g(y) = ||y · 1T − 1 · yT ||2 is a wrapper of
the model f , y ∈ Rnk is the output of f , nk is the
number of classes and 1 is the vector of ones the of
the same size as y. The method then proceeds to
aggregate r

cj
xi over the images in the dataset and scale

the mean relevance of each concept to obtain the final
importance scores Icj .

With the proposed modifications, we can trans-
fer ECLAD to analyse time series classification mod-
els. This allows for the extraction of patterns that
are meaningful for models and can be represented
in human-understandable visualizations. These pat-
terns also respect the equivariance properties of the
models.

3. Preliminary Results

To validate ECLAD for time series, we trained an In-
ceptionTime network with 20 Inception blocks on the
GunPoint dataset. The dataset contains two classes
(“gun” and “no gun”), which can be distinguished by
the oscillations before and after the main peak. At
convergence, the model obtained an accuracy of 0.975
on the validation dataset.

Figure 2: Concept extraction results on Inception-
Time trained on the GunPoint dataset.

After training, we extracted ten concepts from the
model using our modified ECLAD and visually in-
spected them to assess how they relate to known
features of the dataset and how differentiating they
are. The four most important concepts obtained are
shown in Figure 2. The first identified concept repre-
sents the smooth concave curvature directly after the
main peak. The structure is identified consistently,
regardless of its exact position, and it strongly con-
tributes to the positive classification. This indicates
the presence of concepts within time series classifica-
tion models.

The second to fourth concepts are also consistently
identified and associated to instances of a specific
class. These are differentiating features, but the
model considers them less important in comparison.

Observing the concepts, it is possible to identify
the features that the model is using and those that
are causing wrong predictions. For example, for the
false positive we can determine that the fourth con-
cept was correctly identified while the lack of the sec-
ond and third, as well as the presence of the first are
confounding factors. These kinds of insight are useful
for a user that wants to understand which biases can
be present in the model or dataset.

In this extended abstract we focused on assessing
the applicability of CE methods to time series. Pre-
liminary results indicate the presence of meaningful
features used by the model that our adapted ECLAD
could extract.
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Abstract
The growing demand for electric cars necessitates an
increase in battery production efficiency and cost-
effectiveness. Through a reduction of the joint test-
ing efforts an increase of productivity can be accom-
plished. To achieve the reduction, remain on a high
level of quality standards and increase the informa-
tional content about current production the use of
virtual measurements is examined. Ensuring the
trustworthiness of virtual measurements is crucial
for informed decision making, necessitating valida-
tion. This paper explores the requirements and chal-
lenges in battery manufacturing for implementing
trustworthy virtual measurements. Two central re-
quirements are identified to enable virtual measure-
ments. Firstly, a traceability system based on the
production meta-model is needed to track process
parameters and quality characteristics. Secondly, a
framework is proposed to facilitate reliable virtual
measurements. The primary challenge for virtual
measurement in battery manufacturing systems from
the complexity of the process chain and products. It
is crucial to assess how virtual measurements per-
form across various processes and to evaluate their
transferability to different process parameters and
products.

Keywords: Virtual Measurement, Uncer-
tainty, Trustworthiness

1. Introduction

In 2019, the number of registered electric cars in Ger-
many was still below 100,000. Five years later, over
1.4 million electric cars were registered in Germany,
with a projected increase to ten million registered
electric cars by 2030 [1, 2]. This structural shift also
increases the demand for batteries for electric cars.
To meet the growing demand, battery manufactur-

ing must become more productive and cost-effective.
However, high-quality standards for battery manu-
facturing must also be maintained. Current tech-
nology requires physical inspections throughout the
battery manufacturing process, which are associated
with high time and monetary costs [3, 4].
Virtual measurements can reduce the need for physi-
cal inspections, making battery manufacturing more
productive and cost-effective [4]. In virtual measure-
ments, quality characteristics are predicted based on
process parameters. While early virtual measure-
ments were conducted using polynomial equations,
various machine learning algorithms are now used
for quality characteristic prediction [5]. Virtual mea-
surements are already employed in various industries,
such as semiconductor manufacturing, metal process-
ing, and textile technology [6].

2. Virtual Measurements

To make reliable decisions regarding product qual-
ity based on measurements, it is essential to consider
both the measured quantity and its uncertainty [7].
Measurement uncertainty can be quantified using the
Guide to the Expression of Uncertainty in Measure-
ment (GUM) [7]. While measurement uncertainty in
physical measurements is well-researched and applied
in industry, virtual measurements often only specify
the measured quantity without considering the cor-
responding measurement uncertainty [8]. In a pro-
duction environment, the uncertainty of virtual mea-
surements is crucial for trustworthiness. Thus, de-
terministic machine learning models used in virtual
measurements should be replaced with models capa-
ble of indicating inherent measurement uncertainty.
Different measurement methods possess varying de-
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grees of measurement uncertainty, influenced by dif-
ferent factors. While physical measurements are af-
fected by environmental factors such as temperature,
virtual measurements are comparably reliant on the
available data for training and prediction. Thus to
reduce measurement uncertainty, accurate mappings
between process parameters and quality character-
istics are necessary. Meta-models are used for this
purpose, offering consistent data structuring through-
out the production process [9]. This allows for vir-
tual measurements at various points in the produc-
tion process with sufficient automation of machine
learning for virtual measurements and availability of
relevant data.

3. Virtual Measurements in Battery
Manufacturing

Battery manufacturing offers a broad application
space for virtual measurements. Quality must be
checked after individual process steps in both bat-
tery cell manufacturing and module and pack assem-
bly. Early error detection is crucial to reduce quality
variations and avoid scrap [10]. To make decisions re-
garding product quality with virtual measurements,
first the requirements and challenges for the applica-
tion of virtual measurements need to be examined.
Decisions must rely on trustworthy measurements,
which can be quantified by measurement uncertainty.
To provide virtual measurements with comparable
measurement uncertainty to physical measurements,
several requirements must be met. These include sys-
tematic recording of process data and important pe-
ripheral data. Not only data from the selected pro-
cess but also from previous processes influencing the
process parameters affecting the quality characteris-
tics should be available. There must be a clear map-
ping between process data, peripheral data, and qual-
ity characteristics. Lastly, uncertainties in measure-
ments must be provided at each data point. Thus, for
trustworthy virtual measurements in battery manu-
facturing, a traceability system must be used, with a
meta-model of production data underlying it.
Based on the data provided by the traceability
system, virtual measurements can be conducted.
Cramer et al. have already investigated how mea-
surement uncertainty can be determined in virtual
measurements analogous to the stages of the GUM[8].
They discuss the steps of formulating the measure-
ment system, propagating uncertainty, and docu-
menting virtual measurements. The presented princi-

ple utilizes various algorithms such as Bayesian Vari-
ational Inference or Markov Chain Monte Carlo to
determine virtual measurement uncertainty. These
algorithms can be employed for example in Bayesian
Neural Networks or Bayesian Decision Trees to en-
able probabilistic forecasts [11, 12]. For documenta-
tion purposes, it is crucial to store the trained model
and document the coverage intervals within which
the measurement values lie. This framework lays the
foundation for the application of trustworthy virtual
measurements in battery manufacturing. However,
the framework has not yet been applied to produc-
tion data. Therefore, it should be extensively tested
with different algorithms and potentially expanded.
Due to the complexity of battery manufacturing pro-
cess chain, many different process steps are suitable
for implementing virtual measurements [13]. There-
fore, virtual measurements must be conducted at sev-
eral relevant quality gates, increasing implementation
effort. A dedicated machine learning pipeline for vir-
tual measurement reduces implementation effort, en-
abling comprehensive testing. In addition, in battery
manufacturing, there is a wide range of variations
in both process parameters and final products [10].
Hence, investigating the adaptability of virtual mea-
surement models for different process parameters or
products is necessary. This would eliminate the need
to create new databases when establishing or modi-
fying product lines, thus reducing the effort for trust-
worthy virtual measurement.

4. Conclusion

In summary the main requirements to facilitate trust-
worthy virtual measurements in battery manufactur-
ing are the traceability system based on the meta
model of the production and the framework to con-
duct virtual measurements analogous to the stages
of the GUM. With complex process chains, vast va-
riety in products and process parameters there is a
broad application field for virtual measurements. For
a comprehensive review on the trustworthiness of vir-
tual measurements in comparison to physical mea-
surements in battery manufacturing multiple scenar-
ios need to be examined.
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