
A Layered Ative Memory Arhiteture forCognitive Vision SystemsIlias Kolonias, William Christmas, and Josef KittlerCentre for Vision, Speeh and Signal Proessing,University of Surrey,Guildford GU2 7XH, UKfi.kolonias,w.hristmas,j.kittlerg�surrey.a.ukWWW home page: http://www.ee.surrey.a.uk/CVSSP/Abstrat. Reognising ations and objets from video material has at-trated growing researh attention and given rise to important appli-ations. However, injeting ognitive apabilities into omputer visionsystems requires an arhiteture more elaborate than the traditionalsignal proessing paradigm for information proessing. Inspired by bi-ologial ognitive systems, we present a memory arhiteture enablingognitive proesses (suh as seleting the proesses required for seneunderstanding, layered storage of data for ontext disovery, and for-getting redundant data) to take plae within a omputer vision system.This arhiteture has been tested by automatially inferring the sore ofa tennis math, and experimental results show a signi�ant improvementin the overall vision system performane | demonstrating that manag-ing visual data in a manner more akin to that of the human brain is akey fator in improving the eÆieny of omputer vision systems.1 IntrodutionVisual pereption is an area of omputer vision witnessing onsiderable progressduring the last few years. Novel learning algorithms (suh as Support VetorMahines, AdaBoost and Multiple Classi�er Systems) and models of geometriinvariane, piture formation and noise have enhaned the apability of mahinepereption systems. Nevertheless, visual pereption systems are built using thesignal proessing paradigm for information ow: visual data are aptured; low-level feature extration algorithms detet points or areas of interest in the images;and a deision mehanism determines whether a prede�ned pattern exists. Sineomputer vision appliations tend to be developed as appliation-spei� solu-tions, without serious onsideration about generi data pattern storage or fusinginformation from other soures, a bu�er aessible at eah level provides datastorage | while the information ow only allows forward interation betweenbuilding bloks. This information proessing strategy is illustrated in Figure 1(a).While very simple, this arhiteture has been employed in a variety of visualtasks [1{3℄. It is lear, however, that bakward interation between the variouslevels of data proessing is not supported; therefore, it is inapable of exploitingontextual information for reasoning about a sene. Moreover, the lak of ageneri data management sheme auses serious problems regarding the storageand (espeially) the fusion of information from di�erent soures and/or levels ofabstration. This preludes the design of modular omputer vision systems wherethe system itself an deide, in a uni�ed and elegant manner, the data proessing
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Observed scene (b) Cognitive vision systemFig. 1. Information proessing strategies for visual pereption systems.strategy required for the given task. As exploiting ontext for reasoning withina known environment is ruial for injeting ognition into a visual pereptionsystem, a memory arhiteture enabling the omputer vision system's reasoningengine to disover ontextual links within the data needs to be developed. Tothis end, the memory system must allow re-examination of previous data in thelight of newer evidene | while a ontextual reasoning framework will ensurethat a priori knowledge about the sene is also taken into aount. This tightlyoupled memory{ontextual reasoning framework paradigm (as opposed to thesignal proessing one) supporting the introdution of ognitive apabilities inomputer vision systems is depited in Figure 1(b).In designing a memory system for use with visual pereption systems, otherissues must be addressed as well | one being the amount of memory availablefor visual data proessing. A memory arhiteture not disarding low-level visualdata is seriously limited with regard to its appliability in real-world applia-tions, as it will only be able to hold video data for a limited amount of time.Thus, disarding data without ompromising the system performane is essen-tial. An ative memory approah an solve this problem; memory resoures anbe freed as soon as the system deides there is redundant data. However, de-iding what is redundant in a ognitive vision system an be triky, sine, forvisual data to be deemed as suh, it has to bear no importane to the urrentstate of the sene. This is deided by the system's ontextual reasoning engine| whih demonstrates that the eÆient handling of ontextual information isthe most distinguishing feature between biologial ognitive vision systems andtheir mahine-based ounterparts. Consequently, developing a memory infras-truture inspired by biologial ognitive systems for handling both sensory dataand orresponding high-level abstrations is a natural hoie.2 Data fusion in biologial and omputer vision systems2.1 Biologial insights on information fusion and ognitionA large body of work in physiology has been devoted to understanding themehanisms by whih ognition is ahieved in living organisms. Even sine the
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3late 1970s, the onept of `the unity of senses' [4℄ has been studied; this suggeststhat stimuli are usually pereived by more than one sense, allowing humans topereive the same thing in di�erent ways. Biologists onluded that our sensesshare ommon pereption mehanisms, and that a ommon representation ofinput stimuli is adopted to integrate and interpret multi-sensory information viaa single, ommon pereption-enabling mehanism.Neurologists have independently provided neuron onnetivity models forsensory data fusion supporting this theory [5℄, revealing that no interation be-tween signals transmitted from the senses to the superior olliulus (the part ofthe brain where sensory data arrives �rst) ours | but neurons leaving the su-perior olliulus are multi-sensory. The superior olliulus also reeives informa-tion from the erebral ortex | the part of the brain that modulates behaviour.Therefore, information fusion using a pereption-ation oupling paradigm totake ontextual information into aount takes plae in the superior olliulus.This provides exibility in the information fusion sheme used in eah ase andenables the detetion of oneptually important events even by a set of weakues.Moreover, MEG and EEG sans studied in [6, 7℄ reveal the existene of ashort-term episodi memory for enoding visual stimuli. These �ndings indiatethat, for reognising known visual patterns within pereived visual information,humans do not use raw images; instead, features from the input visual data areextrated and mathed against the known pattern. Clearly, the human brainbeing a highly parallelised information proessing system, it has an importantadvantage over state-of-the-art omputer vision systems. However, it is the in-formation proessing paradigm adopted in biologial vision systems that allowsthem to ahieve a level of eÆieny so far beyond that even state-of-the-artmahine vision systems an reah | not neessarily the low-level visual featureextration tehniques employed.2.2 Cognitive and behavioural models on sensor data managementBiologial studies provide interesting insights into how the human brain ahievessensor fusion. Cognitive and behavioural sienes, however, investigate why sen-sor fusion is required for pereption. Pereptual modes [8℄ are an important notionin understanding ognitive mehanisms | suggesting that, when the intention ofthe agent hanges, so does the interpretation of a given stimulus. For example, aperson noties di�erent things when entering a room just to see what is in it, asopposed to what he/she will notie when searhing for something. This indiatesthe presene of an adaptive fusion mehanism for sensory data | proving thatpereption-ation oupling is present in living organisms.Sensor fusion must eÆiently handle disordanes among inputs. This anbe ahieved in one of the following ways [9℄: re-alibrate the sensors until thepereptual goal is met and sensory input is onsistent; suppress o�ending sensorydata; or avoid attahing any spatiotemporal orrespondene aross sensory data.Therefore, a losed-loop ontrol topology for sensor fusion has to be developed;bottom-up or top-down approahes for assoiating onepts to sensory input maybe useful in understanding pereptual proesses, but the input-perept hierarhy
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4in real-world senarios is not always as straightforward as that, espeially whenfeedbak is involved.The ore behaviour of biologial ognitive systems an be divided in twotypes: an investigatory mode, where the system looks for pereptual informa-tion relevant to a given ognition task, and a performatory mode, for perform-ing the task [10℄. Computer-based ognitive systems simulate these two modesby bootstrapping and normal operation (deployment) respetively. Applying thisstrategy in a omputer-based ognitive system prevents the (omputationallyexpensive) bootstrapping proess from being onstantly invoked; yet the normaloperation proess an re-use it (in form of an intelligent agent) for re-adjustingto sensory input.Cognitive psyhologists have experimentally demonstrated the presene of ashort-term working memory in biologial ognitive systems [11℄ | in ontrast tothe long-term memory used for learning oneptual entities. However, it is possi-ble to utilise this bu�er for visual proessing as well as representation [12℄. Datain the short-term working memory are stored very briey, but may be instantlyrealled in full detail (with all their assoiated attributes). Storage in the long-term memory, however, is assoiative, relating large numbers of di�ering itemsbased on their o-ourrenes rather than their inherent attributes. Reall fromthe long-term memory is thus slow (laking immediate aess to the attributedata) and ompletely relies on providing suÆient retrieval ues related by as-soiation to the item under onsideration. The disrete patterns represented inlong-term memory are high-level abstrations of sensory representations withinthe short-term working memory, and are originally alloated on the basis of howoften that partiular set of attributes has ourred within the working mem-ory [13℄. There is hene an inverted relationship between memory retention andinterpretative level amongst human subjets.2.3 Data fusion, management and reasoning in omputer visionThe �ndings desribed above indiate that the memory of a biologial ognitivesystem is two-layered; there is a `working bu�er' (where low-level data is retainedin detail for a limited period of time) and a long-term memory (where onep-tual proessing results are stored for as long as the system sees �t). Whereasthe struture and funtion of memory in ognitive appliations is ruial forsuessfully deploying the overall system, it has not been as thoroughly inves-tigated by the omputer vision ommunity as, for example, feature extrationand objet/ation reognition.A model for sensor fusion for di�erent levels of information (raw data, fea-tures, or deisions about input ontent) is desribed in [14℄. As real-world sensorsause information �ssion due to physial onstraints, a suitably designed fusionproess must ounterat this. Ways of fusing di�erent types of visual proessesto enhane the robustness of ative vision systems are studied in [15℄. Still, thenotion of memory as a storage bu�er is only super�ially overed, the fous beingon information fusion for improving the deision-making proess.In [16℄, an ative memory serves as a basis for fusing information arossmodalities and failitating reasoning on pereived data for deploying reognition
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5systems. This model inorporates the basi apparatus enabling both intrinsi(tightly linked) and extrinsi (loosely linked) proesses to manage stored data.Forgetting is ited as an example of an intrinsi memory proess, while onsis-teny validation (i.e. reasoning) is a typial ase of an extrinsi proess, thussuggesting that ognitive vision tasks an be seen as interative memory pro-esses. While this memory arhiteture is quite exible, it still operates on asingle layer | while a memory arhiteture for use with a ognitive vision sys-tem also requires a low-level visual data bu�er to be present.Nonetheless, this is a step forward from what most state-of-the-art systemsapply | whih is normally diret fusion and deision-making in the same step, as[14℄ seems to suggest. A number of deision-making shemes have been employedin omputer vision | inluding Bayesian Networks, Dempster-Shafer theory,Neural Networks, Self-Organising Maps, or partile �lters. As researhers havegenerally opted for a single-layer deision-making mehanism, they have notaddressed the possibility of diretly applying their systems to di�erent domains,or of eÆient storage of visual data and the results of its analysis.3 A Multi-Layer Memory System for Cognitive VisionIn this setion, a novel memory infrastruture used for the spatio-temporal pro-esses related to a ognition task where the observed proess is reasonably on-tinuous over time is presented, and applied in a omputer vision task to failitatethe storage of oneptual results and the injetion of ognitive apabilities for asene interpretation and understanding problem | annotating o�-the-air tennismath broadasts. The example appliation demonstrates the main onepts andbuilding bloks enabling ognition in omputer vision systems.3.1 Logial ArhitetureAs mentioned earlier, a ruial feature of ognitive vision systems is the preseneof a multi-layer, exible memory arhiteture | enabling the management of itsontent to be dependent on the oneptual importane of the ontent itself, aswell as failitating information fusion for deision making at all levels. Drawinginspiration for the design of a omputer memory system from biologial systemswill be a good starting point for enabling ognition in omputer vision. The basilayout of the human ognition mehanism is illustrated in Figure 2(a).Cognition in humans utilises three levels of memory storage: a sensory infor-mation bu�er, the short-term, working memory (whih is further subdivided intwo parts, handling low-level feature data and elementary onepts respetively)and the long-term memory. The sensory information bu�er handles data for onlya very limited time frame (less than a seond) and is used at the lowest level ofhuman pereption, allowing the brain to proess the input stimulus and extratpotentially important low-level features. Extrated features are then stored ina short-term memory repository | from this stage on, human ognitive pro-esses have full ontrol of how feature information will be managed. In a typialreognition senario, the data stored here is typially available for only a fewseonds, allowing basi objet/ation reognition and visual attention tasks totake plae. However, the latter requires feedbak from the ognitive entre to the
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Tracking(b)Fig. 2. Funtional omparison between (a) the memory arhiteture of the humanbrain, and (b) the proposed system.sensors | whih is essential to the adaptability of ognitive vision systems todi�erent environments.For handling more abstrat onepts, a higher level of memory also exists.In this ase, memory ontents are preserved over a somewhat longer term (upto a minute), while the requirement for exibility in representing and fusingmemory ontent beomes apparent; memory ontents (and their relationships)are muh more appliation-spei�. At this level, memory ontents are treatedas hypotheses about the sene evolution, and ombined with other hypotheses(from di�erent soures or time sales) to assess whether they represent the seneontent. Hypotheses plausible for the given sene are then stored in the long-term system memory. At this level of abstration, the memory repository islearly appliation-spei�, its ontent being a tightly-strutured set of oneptsonerning entities and interations in the observed sene. This is the highestlevel of ompatness ahievable for desribing the observations made, and thedata is retained for as long as the system requires it. Reahing suh levels ofompatness and abstration in visual data desription are the most importantbene�ts of injeting ognition in vision systems, allowing operations suh asintelligent data querying and re-enating the sene evolution from a minimaldesription data set.Figure 2(b) shows the oneptual arhiteture of the proposed memory in-frastruture. Two levels of memory storage exist | a short-term and a long-termomponent. The former operates equivalently to the human short-term sensoryand low-level working episodi memory, whereas the latter funtions similarlyto the working and long-term human memory. Both short-term and long-termomponents are further divided, eah into two parts. The short-term memoryonsists of a frame bu�er and a feature bu�er. The frame bu�er ontains rawimage data and retains them for a very limited amount of time. The feature
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7bu�er is used by low-level visual feature extration algorithms to store theirresults for elementary objet/ation reognition tasks. The long-term memoryomponent is divided into a hypothesis pool and a onept memory. The hypoth-esis pool aumulates plausible hypotheses about high-level entities or onepts;therefore, it operates like the working memory of a biologial ognitive system.Finally, the onept memory retains high-level onepts veri�ed by ombiningelementary hypotheses and applying the appropriate ontextual onstraints. Atthis level of abstration, onepts form a tight desription of the pereived seneand are treated as fatual data, suitable for future referene.The inherent hierarhy in ognitive tasks also neessitates the presene ofa layered struture for information exhange between di�erent ategorial do-mains. To this end, a top-level XML �le, outlining the tasks undertaken by indi-vidual modules (and thereby annotating interations between them) is supplied;eah module is registered in this olletion, and all modules' input data souresare desribed. This onvention allows the system to deide on its own whethera module needs to be exeuted, thus saving omputational resoures if low-levelvisual features are available. Finally, this arhiteture allows the system to beeasily re-on�gured for di�erent ognition tasks, provided the modules requiredfor the new task are present. Modules interating with the memory also needto provide information about the semanti level of ontent they output, whihorrespond to the layers present in the proposed arhiteture.3.2 Memory Content OrganisationWithin the memory system, input data must be suitably represented to allow forthe implementation of reasoning apabilities by external proesses. As arbitraryinput data strutures must be eÆiently handled, memory data are stored asXML douments. Eah proess interating with the memory provides its ownXML shema for the data it produes and stores within the memory, so thatother proesses an aess that data as well.The size of data items may sometimes pose pratial issues. Hene, whenlarge items (most notably, images) are to be stored, a slightly di�erent strategyis followed; the atual data are stored separately in �les and only referenesto these �les are inserted into the XML memory �les instead. This makes theomplete memory system resemble a repository, in whih feature and oneptdata (whih are smaller in size and their struture an be desribed via XMLshemas), are stored inside the XML-based memory, while large data hunks arestored in separate �les. Linking those additional memory resoures to the oreXML-based memory is based on the time instant the data is produed, or theduration of time for whih the data is relevant. This storage onvention allowsus to handle large data items within the memory system more easily; the dataitself is subjet to the same memory proesses as the data stored within theXML memory douments.The memory data are strutured using observation Direted Ayli Graphs(oDAG's), where eah oDAG refers to a single ategorial domain. This hoiewas made due to the fat that the temporal link is prevalent in ognitive visiontasks, as the evolution of the sene itself is, as a onept, synonymous with
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8the disovery of relations and interations among its entities in the temporaldomain. Another reason is the ease with whih the data within an oDAG an bemanipulated for implementing reasoning: input observations are aessed (andmodi�ed) by traversing the graph; adding data at some point is done by addingsub-graphs at that point; and pruning the graph at a point removes the datastored at that point. Finally, observation hains an be easily manipulated byreasoning tools (suh as Hidden MarkovModels) for learning underlying oneptsfrom data. In this work, a uni�ed Bayesian framework for ontextual reasoningat any semanti level [17℄ has been deployed.4 Evolution Traking of Tennis Videos as a CognitiveProessEnabling ognition and aiding reasoning in ontext for omputer vision systemsare the reasons for developing the proposed memory infrastruture. In tennis, theontexutual information onveyed by its rules [18℄ an assist a visual pereptionsystem to deide the evolution of a math, as reeted in its sore. The oneptualdiagrams reeting the rules of tennis for awarding points and games are shownin Figures 3(a) and 3(b) | sets and the math are awarded similarly to games.
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9as the ball being hit, bouning on the ourt, or the oÆials making deisions.Sets of hypotheses about the math evolution are formulated, and the most likelyis onsidered to be the outome so far. The main tasks required, the sequenein whih they are performed, and the orresponding memory levels where theyoutput their results are illustrated in Figure 4.
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10ontextual links among them. The ombined visual pereption/ ative memorymodel is both reliable and readily adaptable to a wide range of ognitive tasksthat require analysis at a number of di�erent semanti levels. The proposedsystem has been evaluated on the analysis of tennis video material, with veryenouraging results.Referenes1. Petkovi, M., Jonker, W., Zivkovi, Z.: Reognizing strokes in tennis videos usingHidden Markov Models. In: Proeedings of Intl. Conf. on Visualization, Imagingand Image Proessing, Marbella, Spain. (Sep 2001)2. Denman, H., Rea, N., Kokaram, A.: Content-based Analysis for Video fromSnooker Broadasts. ELSEVIER Computer Vision and Image Understanding 92(2-3) (November-Deember 2003) 176{1953. Assfalg, J., Bertini, M., Colombo, C., Bimbo, A.D.: Semanti Annotation of SportsVideos. IEEE Multimedia (2002)4. Lawrene E. Marks: The Unity of the Senses: Interrelations among the Modalities.New York: Aademi Press (1978)5. Stein, B., Meredith, M.A.: The Merging of the Senses. MIT Press, Cambridge,MA (1993)6. Gjini, K., Maeno, T., Iramina, K., Ueno, S.: Short-term episodi memory enodingin the human brain: A MEG and EEG study. IEEE Transations on Magnetis41(10) (Otober 2005) 4149{41517. Nakagawa, S., Ueno, S., Imada, T.: Measurements and soure estimations of ex-tremely low frequeny brain magneti �elds in a short-term memory task by awhole-head neurogradiometer. IEEE Transations on Magnetis 35(5) (Septem-ber 1999) 4130{41328. Pik, H.L., Saltzman, E.: Modes of pereiving and proessing information. Modesof pereiving and proessing information (Marh 1978) 1{209. Bower, T.G.R.: The evolution of sensory systems. Pereption: Essays in Honor ofJames J. Gibson (1974) 141{15210. Lee, D.: The funtions of vision. Modes of pereiving and proessing information(Marh 1978) 159{17011. Logie, R.: Visuo-spatial working memory. Lawrene Erlbaum Assoiates (1995)12. Just, M., Carpenter, P., Hemphill, D.: Constraints on proessing apaity: Arhi-tetural or implementational. In Steier, D., T.M, M., eds.: Mind matters: A tributeto Allen Newell. Erlbaum (1996)13. Anderson, J.: The arhiteture of ognition. Harvard University Press (1983)14. Dasarathy, B.V.: Sensor fusion potential exploitation { innovative arhiteturesand illustrative appliations. Proeedings of the IEEE (1997)15. Fayman, J.A., Pirjanian, P., henrik I. Christensen, Rivlin, E.: Exploiting proessintegration and omposition in the ontext of ative vision. IEEE Transationson Systems, Man and Cybernetis | Part C: Appliations and Reviews 29(1)(February 1999) 73{8616. Baukhage, C., Wahsmuth, S., Hanheide, M., Wrede, S., Sagerer, G., Heidemann,G., Ritter, H.: The visual ative memory perspetive on integrated reognitionsystems. Image and Vision Computing In Press (2006)17. Authors removed: A ontextual reasoning framework for sene interpretation andtraking in tennis video sequenes. Computer Vision and Image UnderstandingSubmitted for publiation (2006)18. International Tennis Federation: Rules of Tennis. (2006)
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