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Abstract: The demand for automated motion detection and object tracking systems 
has promoted considerable research activity in the field of computer vision. A novel 
approach to motion detection and estimation based on visual attention is proposed in 
the paper. Two different thresholding techniques are applied and comparisons are 
made with Black’s motion estimation technique [1] based on the measure of overall 
derived tracking angle. The method is illustrated on various video data and results 
show that the new method can extract both motion and shape information.  
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1. Introduction and Background 

The demand for automated motion detection and object tracking systems has promoted 
considerable research activity in the field of computer vision [2-6]. Bouthemy [2] 
proposed a novel probabilistic parameter-free method for detecting independently moving 
objects using the Helmholz principle. Optical flow fields were estimated without making 
assumptions on motion presence and allowed for possible illumination changes. The 
method imposes a requirement on the minimum size for the detected region and detection 
errors arise with small and low contrasted objects. Black and Jepson [3] proposed a 
method for optical flow estimation based on the motion of planar regions plus local 
deformations. The approach used brightness information for motion interpretation by 
using segmented regions of piecewise smooth brightness to hypothesize planar regions in 
the scene. The proposed method has problems dealing with small and fast moving objects. 
It is also computational expensive. Black and Anandan [1] then proposed a framework 
based on robust estimation that addressed violations of both brightness constancy and 
spatial smoothness assumptions caused by multiple motions. It was applied to two 
common techniques for optical flow estimation: the area-based regression method and the 
gradient-based method. To cope with motions larger than a single pixel, a coarse-to-fine 
strategy was employed in which a pyramid of spatially filtered and sub-sampled images 
was constructed. Separate motions were recovered using estimated affine motions, 
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however, the method is relatively slow. Viola and Jones [4] presented a pedestrian 
detection system that integrated both image intensity (appearance) and motion 
information, which was the first approach that combined motion and appearance in a 
single model. The system works relatively fast and operates on low resolution images 
under difficult conditions such as rain and snow, but it does not detect occluded or partial 
human figures. In [5] a method for motion detection based on a modified image 
subtraction approach was proposed to determine the contour point strings of moving 
objects. The proposed algorithm works well in real time and is stable for illumination 
changes.  However, it is weak in areas where a contour appears in the background which 
corresponds to a part of the moving object in the input image. Also some of the contours 
in temporarily non-moving regions are neglected in memory so that small broken contours 
may appear. In [6] the least squares method was used for change detection. The proposed 
approach is efficient and successful on image sequences with low SNR and is robust to 
illumination changes. The biggest shortfall is that it can only cope with single object 
movements because of the averaging nature of least square method.  
Burt [7] first proposed using visual attention for tracking and high level interpretation. 
Tracking starts with the estimation of background motion based on the correlation of two 
successive frames, performed at reduced resolution for computational efficiency. A 
pyramid is constructed for each frame and correlation is repeated to form a refined 
estimate of the motion. Rather than correlate each frame as a whole, it is divided into 
regions and displacement vectors are computed separately. The vectors are averaged to 
obtain the estimate of background motion discarding those that were most different from 
the majority due to the local object movement. The method uses a simple model to 
estimate only the translational background motion. Tsotsos [8] proposed a feed-forward 
motion processing hierarchy based on neurobiology of primate motion processes. A 
selective tuning (ST) model for visual attention was demonstrated on this structure to 
localize and label motion patterns. Motion features extracted are grouped using a top-
down attentional selection mechanism. The ST method provides a distributed definition of 
saliency different from other models based on Koch and Ullman [9].  
The use of visual attention (VA) methods [10-12] to define the foreground and 
background information in a static image for scene analysis has motivated this 
investigation. We propose in this paper that similar mechanisms may be applied to the 
detection of saliency in motion and thereby derive an estimate for that motion.  

2. Motion VA Algorithm 

Methods for identifying areas of static saliency are described in [11] and are based upon 
the premise that regions which are largely different to most of the other parts of the image 
will be salient and will be present in the foreground. Such discrimination between 
foreground and background can be dependent upon features such as colour, shape, texture, 
or a combination.  This concept has been extended into the time domain and is applied to 
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sequences of video frames to detect salient motion. The approach is not dependent on a 
specific segmentation process but only upon the detection of anomalous movements. The 
method estimates the shift by obtaining the distribution of displacements of corresponding 
salient features. 
In order to reduce computation candidate regions of motion are first detected by 
generating the intensity difference frame from adjacent frames and applying a threshold.    

      3/}{ 121212 bbggrrI −+−+−=x .   (1)  

Where parameters ( )111 ,, bgr  & ( )222 ,, bgr  represent the rgb colour values for pixel x in 

frames 1 and 2. The intensity Ix is calculated by taking the average of the differences of 
rgb values between the two frames. 
The candidate regions R1 in frame 1 are then identified where TI x >  and T is a threshold 

determined by intensity.   
Let a pixel x = (x, y,) in 

tR correspond to colour components a = (r, g, b).  

Let F(x) = a. and let x0 be in tR  in frame t. 

Consider a neighbourhood G of x0 within a window of radius ε where  
{ }ε≤′−∈ xxiffG 0

'
ix .         (2)  

Select an n-tuple of m random points Sx in G  where 
{ }'

m
'
2

'
1 xxx ,...,,=xS .    (3) 

We also only consider n-tuples which are constrained to contain pixels that mismatch each 
other. This means that n-tuples will be selected in image regions possessing high or 
certainly non-zero VA scores, such as on edges or other salient features. 
In this case there will be at least one pixel in the n-tuple that differs by more than δ  in 
one or more of its rgb values with one or more of the other pixels in the n-tuple i.e. 

kjisomeforδFF k ,,)(-)( >'
jk

'
ik xx .    (4) 

Define the radius of the region within which n-tuple comparisons will be made as V (the 
view radius) 

Randomly select another location y0 in the adjacent frame 1+tR within a radius V of  x0. 

Define the n-tuple     

{ }'
m

'
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'
1 yyy ,...,,=yS  where '

i0
'
i0 yyxx −=− .  (5) 

and Vy ≤− 00 x .  

yS is a translated version ofxS .The n-tuple centred on x0 is said to match that at y0 (Sx 

matches Sy) if all the colour components of corresponding pixels are within a threshold. 
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'
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'
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N attempts are made to find matches and the corresponding displacements are recorded as 
follows: 
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For the jth of N1 < N matches define the corresponding displacement between x0 and y0 as 

( )qp σσ ,=+1t
jσ  where  

qqqppp yxyx 0000 , −=−= σσ .  (7) 

and the cumulative displacements ∆  and match counts Γ  as 

                                          ( ) ( )
( ) ( ) 
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where N1 is the total number of matching n-tuples and N is the total number of matching 
attempts.  

The displacement 1+t
0xσ corresponding to pixel x0 averaged over the matching n-tuples is 

          
( )
( )0

01

x
x

σ
0x Γ

∆=+t .          (9) 

A similar calculation is carried out between tR and 1−tR  (swapping frames) to produce 
1−t

0xσ and the estimated displacement of x0 is given by 2/}{ 11 −+ − tt

00 xx σσ .  This estimate 

takes account of both trailing and leading edges of moving objects. 

This is carried out for every pixel x0 in the candidate motion region tR and M attempts 

are made to find an internally mismatching n-tuplexS . 

3. Results and Discussion 

3.1 Motion Detection and Estimation 

3.1.1 Shape Property 

The approach allows some information about the shape of the moving object to be 
extracted. Figure 1 shows two red squares in each frame, with the upper one moving from 
left to right and the other remaining static. Two motion vector maps for both the moving 
square and the static square are shown alongside.  The nature of the n-tuple matching 
process causes a displacement component to be generated that points in the direction of 
the curvature of the boundary of the object if there are no other salient features.  Motion 
vectors near corners tend therefore to point towards the centre of the plain red squares in 
Figure 1.  This “static motion” component may be subtracted to obtain vectors purely 
dependent upon motion or retained to assist in the characterisation of a tracked object, in 
which case certain parts of the object may appear to be travelling at slightly different 
speeds.   
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Fig. 1.  Synthetic data frames and motion vectors for static and moving squares. 

3.1.2 Road scenes 

A pair of 352x288 frames from a traffic video was tested on with results shown in Figure 
2. The intensity difference indicates the areas of candidate motion for subsequent analysis.  
Motion vectors were calculated as above for each pixel in the car region and plotted in 
Figure 3. A map for motion magnitudes in the y direction is shown in which colours 
represent magnitudes as indicated in the colour bar.  The directions of pixel motion is also 
represented by colours in the bar where angles are measured anticlockwise from the 
vertical e.g. yellow indicates a direction towards the top left.  Motion vectors are not 
assigned if no internally mismatching n-tuples can be found e.g. in areas of low saliency.  
This also means the motion of plain unchanging interiors of such a region will not be 
tracked. The processing took 0.23 seconds in C++. 
The parameters of the experiment were M = 100, N = 100, 3=ε , m = 7, V = 10, δ = 
(40,40,40), T = 12.6. T is set to be twice the standard deviation of the values in the matrix 
Ix. 
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Fig. 2.  Two adjacent frames and their intensity difference 

 

Fig. 3.  Motion vector map, y direction magnitude map, and angle map corresponding to frames in 
Fig. 2.  
 
Two pairs of frames from the same traffic video were tested on with results shown in 
Figure 4 and Figure 5. Both figures include a magnitude map and an angle map for 3-car 
and 4-car scenario respectively.   

 

Fig. 4.  Y direction magnitude map and angle map (3-car) 
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Fig. 5.  Y direction magnitude map and angle map (4-car) 

3.2 Object Tracking 

The method was compared with Black’s motion estimation technique based on the 
weighted object tracking angleθ  defined as follows  

                                                  ( )
∑

∑ ×
=

2

2

MI

AIMI
θ     (10) 

where MI is magnitude of the motion of a pixel, and AI is the angle of the direction of 
motion of the pixel. A squared weighting was used so that motion vectors with higher 
values have a bigger influence on the weighted angle as they are likely to be more 
reliable.  
Colour images are used in contrast to the greyscale images used by Black because they 
provide more information for the comparison of regions. A new threshold δ  for pixel 
matching was also compared based on the joint Euclidean distance of RGB colour 
channels rather than treating the channels separately as in (6). 
 
In the case of pixel mismatching, there will be at least one pixel in the n-tuple that differs 
by more than δ  with one or more of the other pixels in the n-tuple according to 

( ) jisomeforδFF
k

,)(-)(
2 >∑ '

jk
'
ik xx       (11) 

The n-tuple centred on x0 is said to match that at y0 (Sx matches Sy) if the Euclidean 
distance between corresponding n-tuple pixels are all less than δ  

( ) iδFF
k

∀≤′′∑ 2
k )(( iki yx -)    (12) 

 
Figure 6 illustrates a comparison between the weighted tracking angles derived from 
Black’s software and those derived from the motion VA algorithm using the separate and 
joint metrics, . The parameters of the experiment were M = 100, N = 1000, 3=ε , V = 10, 
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δ = (40,40,40), T = 12.6, and the calculations were repeated for different numbers of n-
tuple pixels (m) on the same frame from 2 to 49 (fully filled 7x7 n-tuple). The ground 
truth angle of the car was measured to be °±° 536 . As is shown in the figure, both angle 
results produced by the motion VA algorithm give closer estimates than Black (=°6.24 ).  
In both cases the weighted angle increases as extra pixels are added into the n-tuple with 
the separate colour channel metric performing better. Increased accuracy and precision are 
achieved at the expense of addition computation which increases with m.  The 
improvements diminish beyond 15 n-tuple pixels.          

Tracking angles vs Fork pixels
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Fig. 6.  Weighted tracking angles for Motion VA algorithm against numbers of n-tuple pixels and 
separate (6) and joint (12) distance metrics.  Black’s estimate is =°6.24 . 
 
N-tuple radii of ε  = 2,3,4,5,6 (n-tuple sizes of 5x5 to 13x13) were then used with other 
parameters fixed to compare the performance on the angle estimates for motion VA 
algorithm using the separate channel metric. The results illustrated in Figure 7 shows that 
a slightly better estimate can be obtained with bigger n-tuple radii but there is little 
improvement above 15 pixels. Also the results converge as the number of n-tuple pixels 
increase.  
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Tracking angles vs Fork pixels
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Fig. 7.  Weighted tracking angles for Motion VA algorithm using the separate channel metric (6)  

3.3 Football Data 

The algorithm was also illustrated on football data. Figure 8 shows a pair of 352x288 
frames used to estimate the motion vector map for one player in the scene. The weighted 
tracking angle θ  was calculated to be °7.98  as compared to the actual angle of °100 . 
The parameters were M = 100, N = 10000, 3=ε , m = 2, V = 40, δ = (40,40,40), T = 30. 
The processing took 17 seconds in C++. The number of n-tuple pixels (m) was set to 2 
small to maximise the number of matches. V was increased to accommodate the larger 
movement between frames.  A lower limit for N was determined by an empirical formula 
which increases with both the radius of the n-tupleε  and the view radius V given by  

( )[ ]22 VN +×≥ ε  .   (13)  

   

Fig. 8.  Football frames and motion vector map  
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4. Conclusions 

An attention based mechanism has been proposed for motion detection and estimation. 
The approach measures motion by comparing salient regions between video frames. It is 
also able to extract certain shape information as part of the comparison process. 
The method was illustrated on various video data and different thresholding criteria and 
was shown to obtain a better estimate of motion direction than Black’s technique. The 
stability of the results is dependent on the volume of processing, but the elements of the 
computation are simple and amenable to parallel implementation.  The method does not 
require a training stage or prior knowledge of the objects to be tracked.  
Future work will be carried out on a greater diversity of data with particular emphasis on 
addressing background motion and changes in illumination. 
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