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Abstract. Object recognition developed to the most common approach
for detecting arbitrary objects based on their appearance. Statistical pat-
tern analysis methods, are able to extract features from appearing im-
ages, enabling a classiflcation of the image content; have reached certain
maturity; and achieve excellent recognition on rather complex problems.
However, these systems seem not directly scalable to human performance
in cognitive sense and appearance does not attribute to understanding
the structure of objects. Due to noise, occlusions, and illumination, ob-
jects are segmented often poorly with more or less drop outs in contour
that yields poor recognition performance, and since object representa-
tion enables logical input of spatial arrangements to higher cognitive
processes, scene interpretation in cognitive manner gets inhibited.
In another paper we proposed the architecture and a simulation of the
flve bottom layers of a cognitive vision model by implementing the striate
visual cortex as the flrst level. Hence, in this work we focus on the concept
of modeling object prototypes from geon recipes on biological formations,
such as the circuit of Papez, and show how structure of such formation
can be utilized for the modeling of objects. The proposed implementation
is exemplifled by an object similar to the Necker cube.

Key words: Cognitive Modeling, Cognitive Representation, Fuzzy Graphs,
SubGraph Matching, Image Primitives

1 Introduction

The fleld of Cognitive Systems (CS) is concerned with high-level advanced cog-
nitive capabilities that are enablers for the achievement of more intelligent goals
such as scene understanding, and autonomous navigation in complex cluttered
environments. Vision, as a key perceptional capability relates to rather di–cult
problems, such as visual object recognition, representation and scene understand-
ing [Pin05]. A projection of observed objects from a 3D scene onto a 2D sensor
array is commonly used. Here similarities to biology are found in the projection
of a scene onto the retina of a mammal’s eye. Human perception, accordingly to
Gestalt theory [Kof35], tends to inherently assume the simplest and most regular
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organization that is consistent with a given image. Geometric relationships, such
as collinearity and parallelism, are constant properties of projections of collinear
or parallel edges of the visible layout. This tendency underlies the organization
of visible surfaces into objects [WS02].

Therefore, syntactical approaches utilizing this support were developed, e.g.
so about twenty flve years ago, Marr and Nishihara [Mar82] presented a model
of recognition, restricted to the set of objects that can be described as gen-
eralized cones; Biederman [HB06] introduced 1987 geon theory, arguing that
complex objects are made up of arrangements of basic component parts (i.e.
geons that represent cubes, cylinders, spheres, etc); and Riesenhuber and Pog-
gio [RP02] proposed a hierarchy of nested arrangements of local features such
as lines and vertexes.Christou et al. [CTB99] studied whether contextual infor-
mation regarding an observer’s location within a familiar scene could in°uence
the identiflcation of objects. Results suggest that object recognition can be sup-
ported by knowledge of where we are in space and in which direction we are
looking. Johnson-Laird’s [JL83] mental model theory proposes reasoning as a
semantic process of construction and manipulation of models in working mem-
ory of limited capacity. It provides a unifled account of deductive, probabilistic,
and modal reasoning.

However, in our approach, we use the ability of the system to change its
viewpoint as an important issue for object representation learning. In particular,
we are deriving recipes from "geon" like object deflnitions in order to support
the concatenation of line and point primitives for building object prototypes,
which are stored in brain memory.

The remaining sections of the paper are organized as follow: Section 2 recalls
prerequisites needed for easy understanding of our approach. Section 3 explains
the model with applying it to a given problem simulation. Section 4 concludes
with an outlook on further work.

2 Prerequisites

In this section we give a short survey on graphs, fuzzy graphs, subgraph matching
for object representation, cognitive working memory and attention models in
order to provide background information as needed and relate it to our approach.

2.1 About Graphs

An undirected graph (see Fig. 1) G = (V; E) consists of a set V of vertices
and a set E of edges whose elements are unordered pairs of vertices. The edge
e = (u; v) 2 E is said to be incident with vertices u and v, where u and v
are the end points of e. Then these two vertices are called adjacent. The set of
vertices adjacent to v is written as A(v), and the degree of v is the number of
vertices adjacent to v and is denoted as jA(v)j. The graph in Fig.1 is deflned
with V = fa; b; cg ; n = jV j = 3 vertices; E = fe1; e2; e3g ; m = jEj = 3 edges;
and A(v) = fa; bg ; jA(v)j = 2. When the edges E are assigned with weights
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Fig. 1. An example graph, with
m = 3; n = 3; e2 incident to u and
v; and the partition (X; X 0)

Fig. 2. A subgraph matching; the object
graph is matched to the scene graph [SS05].

w(ei), the graph gets a weighted graph G = (V; E; w). A partition (X; X 0) is
deflned as the proper disjoint subsets of V . The complement of X µ V is denoted
X 0 = V ¡X. The open neighborhood of X is deflned as ¡ (X) = fv 2 X 0j(u; v) 2
E for some u 2 Xg; an induced subgraph hXi is the graph H = X; F where
F = f(u; v) 2 Eju; v 2 Xg. An alternating sequence of distinct adjacent vertices
and their incident edges is called a path; when a u : : : v path exists, the graph
G is connected; otherwise G splits in a number of subgraphs; G=fug means the
vertex u deleted from G.

Fuzzy Graphs Conjectured from [BBP02], taxonomy of fuzzy graphs can be
classifled in flve primary types: (i) fuzzy set of crisp graphs; (ii) crisp vertex set
and fuzzy edge set; (iii) crisp vertices and edges with fuzzy connectivity; (iv)
fuzzy vertex set and crisp edge set; and (v) crisp graph with fuzzy weights.

Thus to change the Graph in Fig.1 to a fuzzy graph, we add membership
functions as weights fi; fl; : : : ; „, and deflne V = fa; fi; b; fl; c; °g ; n = jV j = 3 for
fuzzy vertices; and E = fe1; „1; e2; „2; e3; „3g ; m = jEj = 3 for fuzzy edges. The
membership functions are chosen in accordance to the speciflc task at hand.

Relational Graph Matching Relational matching algorithms [CFSV04] of-
fer the advantage of drawing on structural constraints in the matching process
without the need for calibration. Processing of natural images with intrinsic
variabilities of patterns, noise, and occlusions often yields incomplete graph rep-
resentations to which the matching has to be tolerant. Matching on graphs gener-
ally leads to NP-hard problems, however, the compactness of information flnally
provides advantages over other representations.

In this paper we follow the combinatorial subgraph matching by the semidefl-
nite program (SDP) convex relaxation approach of Schellewald and Schnõrr [SS05].
In their approach, see Fig. 2, model graphs GK (shown at the left) repre-
senting object views are matched to scene graphs GL (shown at the right)
by bipartite matching. They assume K • L with K = jVK j; L = jVLj ver-
tices and a distance function wi;j , which measures the similarity of the vertex
pairs i 2 VK and j 2 VL. Thus an optimal matching in the bipartite graph
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GB = (VK [ VL; E)(i;j)2E for all pairs (i; j) with corresponding weights w(i; j)
can be found. We extend in our approach their work to graphs representing
scenes in 3D space for pattern completion as described in section 2.4.

2.2 Attention and Search in Vision

In general, searching is the task retrieving subsets from available data collections.
It is also flnding the smallest distance between a given template of something
to be searched, and a formation where it is to search for, using an appropriate
metric. The aim of visual search is to flnd the odd item { discriminated by
saliency, color, size, orientation, depth or movement.

Attention is the cognitive process of selectively concentrating on one item,
while ignoring others. It is tied very closely to perception. Feature search ap-
pears easy, since no attention is needed; conjunction search appears hard since
attention is needed. With using saliency maps [IKN98], simulating the elements
of a visual scene that are likely to attract the attention of human observers gets
possible. Bak et al. [BTW87] suggest that depth information may guide our per-
ceptual system into a self-organized state to assist us in resolving ambiguous
information in object perception.

With this flndings in mind, we decided in our approach to use 3D data rather
than 2D appearance models to gain advantage for object recognition.

2.3 Revisiting Brain Memory

Since brain memory is not directly observable, a consensus between cognitive
psychology, neuropsychology, and neuroanatomy declares that functional mem-
ory regions are deflned by patterns of neuronal activity, caused by certain events
within our environment. The brain is always confronted with too much informa-
tion, thus it attempts to use attention to extract only salient features "from the
given story".

Recent developments in fMRI1, PET2 neuroimaging enable to observe such
activities in vivo [Dav06]. Brain memory formation is not permanent, since it
develops with retrieval, association, and forgetting. In most cases information
is not forgotten; rather, new information is acquired that interferes with the
old. Thus, new information is linked to old information by association and that
allow grouping events and items in categories. Associations are formed between
stimuli, which are presented in close approximation of space and time to existing
memory areas, where highly emotional events are remembered best [HFO06].

Working Memory The concept of working memory was popularized in 1974 by
Baddeley and Hitch [Bad00], constituted by a system of two slave memories, the
short-term (STM) and the long-term (LTM) memory. Since a general discussion
of related models is beyond the scope of this contribution, we refer to Miyake
and Shah [MS99] for a comparison of ten difierent models of working memory.

1 functional magnetic resonance imaging
2 positron emission tomography
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Mammalian learning focuses on solving speciflc tasks, i.e. by task learning,
where a rapid learning of new things requires another formation than that is
utilized with classical backpropagation in cortical memory. Evidence from psy-
chology research, for example, is given by considering the AB-AC paired asso-
ciates list learning task. Here A represents one set of words that is associated
with two difierent sets of other words, B and C. After studying the A [ B list,
the subjects are tested by asking them to give the appropriate B associate for
each of the A words. Then, subjects study the A [ C list often and are subse-
quently tested on both lists for recall of the associates after each iteration of
learning the A [ C list. Although subjects do exhibit some level of interference
on the initially learned A [ B list as a result of learning the A [ C list, they
still remember a reasonable percentage of the A [ B list. Attempts to train a
backpropagation neuronal network to perform the AB-AC task yields sufiering
the net from catastrophic interference [MN89].

This flndings are quite similar to the well known XOR problem with the
neural perceptron model and give evidence that the brain appears to have devel-
oped two specialized systems { the posterior cortex, which uses slow interleaved
learning { and the hippocampus that uses sparse pattern separated representa-
tions, which enables rapid sequential learning.

2.4 O’Reilly’s Hippocampal Episodic Memory Model

In our work, we utilize the model of O’Reilly et al. [HFO06], which neither formu-
lates a structural distinction between declarative and procedural knowledge nor
postulates a central executive; the processing appears rather distributed within
the entire cortex.
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Fig. 3. The Papez circuit refers to a neural circuitry linking limbic centers. Cells in
the mammillary body of the hyperthalamus project to the anterior thalamus. Cells
here project to the cingulate gyrus, from which cells in turn project to the hippocam-
pus. Fibers arising from the hippocampus course through fornix to the hypothalamus,
closing the circuit [HFO06].
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The limbic system is a group of subcortical brain areas and consists princi-
pally of the hippocampus (rapid learning), cingulate gyrus (motor control and
action selection), hypothalamus (vital functions), anterior thalamus, amygdala
(emotions), and the mammillary bodies. The three recent areas are part of the
Circuit of Papez, Fig. 3, where information from STM circulates until it be-
comes "permanent" in LTM. The thalamus holds many specialized subdivisions
(nuclei) that provide sensory input to the cortex3. The hippocampus forms the
central axis of the limbic system. It is critical to spatial learning and awareness,
navigation, episodic/event memory, and associational recollection.

The hippocampus is mostly feedforward directed and sits at the top of the
cortical hierarchy; receives a wide range of information from various cortical
areas; and encodes the current state of the environment in such a way that some
fraction of the original patterns can be used to retrieve the original. Hence, in
the hippocampus two mechanisms are competing { pattern separation, operating
during encoding of new patterns { and { pattern completion, enabling partial cues
to trigger activation of previous stored information.

Pattern separation can be achieved by considering the concept of a unit’s
activation threshold to get excitation as it requires to overcome inhibitory com-
petition from other units. The central idea is that sensitivity to the conjunction
of activity in the input produced by high thresholds yields pattern separation.
To work this optimally, it is important that difierent receiving units are maxi-
mally activated by difierent input patterns, which can be achieved by having a
high level of variance in the weights of partial connectivity with the inputs.

Pattern completion is necessary to retrieve already persistent patterns instead
of storing every new activation in an separate area.

3 Explaining the Object Modeling

Utilizing flndings of psychological vision perception to cognitive modeling, our
recent work presented a new practical concept for the modeling of visual object
representations, shown in Fig. 4 that claims to close the gap between appearance
based image processing and cognitive models. We conjectured Peschl’s "Modes
of knowing and modes of coming to know" [Pes06] providing the cognitive func-
tionality, where the vision model layers I-1 to I-5 form Peschl’s behavioral level-1.

3.1 The Cognitive Constructivists Framework

The cognitive constructivists framework [GV07] is organized in flve cognitive
levels (I) . . . (V) of abstraction:

3 e.g. lateral geniculate nucleus, LGN, in the early visual pathway
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Fig. 4. The conceptual model with focus on the aggregation layer as the contribution
of this work. The cube gets observed from a 3D stereo camera; the pyramidal early
vision processing layers (1..3) generate line and point primitives; with the aggrega-
tion layer (4), the primitives are concatenated by object recipes, derived from geon
objects in a library; the object prototypes are matched together and the superposition
representation is generated for LTM update within session layer (5). From the LTM
representation, the Geon library can be updated, which yields learning of objects by
their structural description.

(I) level of executive behavior: Realized as a list of observations, it describes
a phenomenon on its behavioral level. On this level, the proposed cognitive
vision model concept, contributed by the authors, is embedded with the

(i) physical layer - implements the interface to the hardware; the output
of this layer is a multichannel raw data time series.

(ii) sensory layer - provides the temporal preprocessing stage similar to
area V1 in the striate cortex (SC); preprocessing is realized by the appli-
cation of the (pyramidal) contourlet transform [DV03], thus an image is
decomposed into contour (i.e. edge), directional, and motion information.

(iii) activation layer - generate a list of primitives similar to area V2 of
the SC, representing shape, color, movement, and time.

(iv) aggregation layer - primitives of layer (iii) are concatenated by fuzzy
graphs, the outcomes are object prototypes, gathered from difierent view-
points; the prototypes are then matched and stored in STM.

(v) session layer - the object prototypes are used for learning and exer-
cising (rehearsal) of the long term memory; the outcome is a knowledge
base with knowledge about learned objects in arbitrary pose.
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Fig. 5. The trinocular stereo simulation of the method similar to the Necker cube as
example: (a) shows the 3D cube and its surrounding environment; (b) is the stereoscopic
view of (a) with robot’s x-coordinate position 0.5, (c) 1.5, and (d) 2 meters.

(II) level of hidden patterns of behavior: The patterns are the result of
more or less complex inductive and constructive processes. The class of sci-
entiflc explanations are situated on this level.

(III) level of causes: This level concerns the exploration and the construction
of causes; the resulting knowledge is the source for a deeper understanding
of a phenomenon.

(IV) level of potentiality: This level changes the perspective from the mode
of (constructive) perception to the mode of externalization; new physical
realities are created or existing (physical) realities are changed.

(V) level of re°ection This step has the potential of fundamentally question-
ing the knowledge that has been constructed so far by re°ecting on the knowl-
edge, its premises, and on the construction and learning processes that have
led to that knowledge; completely unexpected results and new perspectives
can be brought up that have never been considered before.

3.2 The Early Processing

Fig. 5 shows a cube 3D simulation setup of the proposed approach. In the model,
we are considering a mobile robot is moving around the cube (a). Its trinocular
stereoscopic views (b)..(d) are processed by the early processing stages of the
cognitive vision model [GV07]. Herein, a 4D-temporal feature map of a trinocular
stereo image setup (Fig.5b) is triggered by an activation function, generating line
primitives. Fig. 6 shows eight directional sets of such line primitives.

The principle of language syntax is used by the "geon" library, shown in
Fig. 4, thus a fuzzy graph parser derives recipes according on the deflned object
alphabet (i.e. of cube, cylinder, cone, sphere, etc.).

The recipes use a fuzzy graph construction, shown Fig. 4 lower left corner
box, utilizing A* heuristic search strategy that apply together lowest-cost-flrst
and best-flrst searches, optimizing path cost as well as heuristic information in
its selection of current best path [PMG98]. Thus, in (a) the graph starts with
A* heuristics seeking the flrst correspondences within a 3D fuzzy plane, and
with (b) 1D recursive seek for corresponding vertexes, deflning edges within the
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Fig. 6. The responses of the highest level of the pyramidal contourlet transform [DV03],
with eight directions are shown [0 + 7 £ (£ = 45–)]. The line segments appear broken
due to the self occlusions by the front parts of the object.

plane; (c) 2D recursive seek for corresponding edges follows; and (d) 3D recursive
seek for corresponding planes concludes the search. A* uses an estimate from
the Hough [DH72] space of extracted line segments for the next path in search
and the object with best best fltness is selected for storage in STM. Finally, the
circuit of Papez is implemented herein for LTM rehearsal of objects.

Hence, the object candidates, concatenated by the fuzzy builder in Fig. 3, us-
ing the geon-recipe alphabet and as stored as a sequence in STM, are matched to
the scene graph auto-deflned by the geon-recipe alphabet. This matching yields
the superposition of the outcomes from all object candidate views into the repre-
sentation of the derived object.Thus possible perturbations within single object
views, such as missing vertices or edges are superseded with the information
provided by other object candidate views.

The rehearsal strategy of presenting object prototypes from difierent view-
points as time series for learning is used to select object prototypes for storage
in LTM, updating the geon library. Now, new objects can be represented and
used in a playground by higher cognitive processes.

4 Conclusion

In this work, building of object prototypes, supported by the proposed model was
given with focus on learning with a hippocampal formation. Primitives, stem-
ming from image sequences are detected and aggregated into internal object
representations by applying fuzzy graph constraints and guidance from auto-
matically generated "geon" recipes. Due to lack of space, a detailed explanation
of other parts of the model will be presented elsewhere. As example, the Necker
cube was given and simulated in a 3D simulation setup. The modeling approach
will be utilized by future work for the representation and recognition of other
object types with occlusions in cluttered, and noisy environments. The model
can be extended to include auditory perception, which may provide advantage
for cognitive learning.
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